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DLTS SPECTROMETER MODIFICATION TO RETRIEVE TIME DEPENDENCIES
OF CAPACITY RELAXATION

A principal hardware changes to existing automated relaxation spectrometers of deep levels in semiconductors for complete
relaxation curves measurements are offered. The results are demonstrated the diode series D231A.

Keywords: DLTS, spectrometer, capacity relaxation, deep levels.

Introduction. The DLTS method [5], which is proposed
in 1974 by Lang, allows observing the processes of
emission of carriers from the deep energy levels during the
thermal scan and gets the key parameters of deep centers
such as the thermal capture cross section, activation
energy and concentration of defects.

Due to the method's simplicity and high measurement
speed and accuracy, the method has gained great
popularity, which led to the development of automated
systems for the of semiconductor materials studying. One
such system was established in the 90s at the Kiev
National University named after Taras Shevchenko at the
Radiophysics Faculty. In contrast to the classical method,
in which capacity difference in two time points are
measured, that system used the correlation function, which
measures the difference between averaged values of
capacity during two time intervals [1]. As a result, it allowed
improving the signal-to-noise ratio in the spectrum and
increasing sensitivity to low concentrations of deep levels.

In the above approaches, only two points or two parts
of the relaxation curve are processed, but in other parts
there is also information that can be used to study the
parameters of semiconductor materials. Also technical

limitations of method do not allow using emission windows
larger than 50ms.

Considering the modern technology requirements to
more complete and accurate information that could not be
obtained by previous methods of spectroscopy and existing
of modern mathematical methods for results processing
based on Laplace transformation (Laplace-DLTS) [3]) and
artificial neural networks [2,4], the transition to complete
relaxation curve measuring approach was made. It also
provided an opportunity to use the emission windows rate
more than 50 ms.

As a result, the question regarding possibility of
modifying existing DLTS system to directly obtain the
capacity relaxation curves was raised.

Analysis and researches. Information processing block
of typical systems for the spectrum retrieving has the form
shown in fig.1 and consists of a high-frequency amplifier,
which reinforces signal from semiconductor sample in wide
frequency range, and an analog multiplier to select
capacity component from signal.

A signal at the entrance of the two-channel boxcar is
proportional to the sum of the barrier and relaxation
capacities. It has been proposed to measure the described
signal by an ADC.

Semiconductor sample ADC
Block of information processing
—
. Boxcar
High-frequency Analog multiplier —_—
amplifier
Tooe T T
90 Str.1 Str.2

Fig. 1. The partial block diagram of system

Implemented changes allow making temperature
scanning of D231A diode. So a family of relaxation curves
at different temperatures was retrieved (fig.2).

To check the reliability of the measurements results, the
spectrometer's correlation function was programmatically
applied to the received data for the spectrum construction
(fig.3), and the classical DLTS spectrum for the same diode
was measured (fig.4). As you could notice there is the peaks
congruence on temperature.

The obtained relaxation curves (fig. 2) represent the
sum of a barrier capacity and relaxation capacity caused by
the direct emission of carriers from deep centers. So finally

we have a signal Cc (T) + Cr (t,T). However, to measure
the concentration of deep levels, the measurement of
constant capacity component should be performed to
retrieve ratio AC (T) / Cc (T).

The spectrometer allows using the windows of emission
up to 50 ms, that due to the correlation function leads to
the maximum bias pulse duration up to 170 ms. It is not
enough to finish relaxation from deep levels at certain
temperatures, as one can see from presented family of
curves (fig.2).

© Boyko Yu., Gryaznov D., Zinchuk V., Korin S., 2013



B 1 C H U K KuiBcbkoro HauwioHanbHoro yHisepcurerty imeHi Tapaca LleBueHka

ISSN 1728-2306

~6~
135 CC(T)+cf(t!T)! pF T,K
AAAALL 0 ARAAAARARRUALSA LIS GG RRAARALAGAALAL (LIARAARINI 200
1304 (RGOSR LR I LA LR RIASALA
L1 0 EARLARALER  L TSANA L A
UGN AT LA LA
125 ' AT
I'”ml‘ﬂ MUK 11ﬂ]l_HTrlrlﬂT||||'Tll|r|T!||]'-'TI[|1H|1|
120 _
] | T '[ITTI i |HTI'|I'|'1 Rl |Im|r]r!-|-1|1-rr
115 IW A T qllrﬂ||]T|"1D'|-|:|F[‘I||1]Tr_|r[|‘||~ru||r1_n1 T
1104+ : UnALAG AL ARSALLAALMAY
i _ 100
105| 4 1 T T T .| T T T T - 1
0 20 40 60 80 100 t, ms

Fig. 2. The family of relaxation curves
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T,K
300

Fig. 3. DLTS diode spectrum based on the programmatically
processing of the family of relaxation curves

JAC(T), pF 5 Emission windows, ms
6. 4 1-1
2-2
1 3-4
5- 4-10

150 200 250 300
Fig. 4. DLTS diode spectrum

Therefore, modification (dash-dotted line in fig. 5) to the
filing and reverse bias (FB) pulse shaper block was
proposed. It was decided to remove connections to FB
from the low-frequency generator (AG), which is used to
control the power supply and the generation of filling and
reverse bias pulses. Instead, a permanent voltage impulse
was supplied to key 1 to keep it in open state in order to
supply a semiconductor with constant reverse bias.

| I
I Pulse |
|  shaper I
! N FB +
-, | \ Source for reverse
bias
| | I -
> Key1
! JL
AG 1 5] Sample
| e

—l_l—l > Key 2

Source for filling

Fig. 5. The block diagram of the filling
and reverse bias pulse shaper (FB)

As a result, measurements of the signal constant
component and its dependencies on temperature were held
(fig.6). The output allowed obtaining AC (T) / C; (T) data
required for processing by modern mathematical methods.

135-C(T), pF
130
125
120
115

1104

T,K
10 15 200 25 300

Fig. 6. Dependence of constant capacitance on temperature

Conclusions. Thus, the proposed modifications allow
making quick and easy changes into existing automated
relaxation spectrometers to meet the modern technological
requirements and obtain data required for processing by
advanced mathematical methods.
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LASER ABSORPTION SPECTROSCOPY OF ELECTRIC ARC DISCHARGE PLASMA
WITH COPPER IMPURITIES

Technique of laser absorption spectroscopy was applied for diagnostics of electric arc plasma between composite Cu-Mo
electrodes. Spatial brightness distributions of laser emission were registered by CCD-matrix in realized experimental scheme. The
graphical user interface for experimental data treatment was developed. Expected experimental errors are estimated. Obtained spatial
distributions of copper atomic energy level °Ds, population were used for calculation of plasma composition in assumption of local

thermodynamic equilibrium.

Keywords: optical emission spectroscopy, plasma of electric arc discharge.

Introduction. Diagnostic of plasma is important part of
numerous  scientific  investigations and  industrial
applications. The optical emission spectroscopy is the most
widely used method for arc plasma diagnostic [7]. It is well
known, that laser based techniques can significantly
expand capabilities of plasma diagnostics.

Different approaches of laser based techniques were
applied for arc plasma diagnostics. In work [6] distribution of
tungsten impurities in atmospheric arc was obtained by
techniques of laser-induced fluorescence. Thomson
scattering of laser emission were used in work [8] for
obtaining of electron density, gaseous and electron
temperature distributions. Two dimensional distribution of
electron density was obtained by Shack-Hartman method in
work [5]. This method provides determination of refractive
indexes, which depends on electron density in plasma.

Methods based on absorption of laser emission by
plasma components also can be applied for arc plasma
diagnostics. Particularly, method of linear laser absorption
spectroscopy (LAS) provides simultaneous registration of
plasma properties in different spatial points [1, 9].

Applications of copper based composite materials in
the electrical engineering industry stimulate the interest in
studying of the arc discharge plasma between such
electrodes. It is reasonable to investigate such plasma by
LAS with using of copper vapor laser.

The main aim of this work is determination of spatial
distribution of copper atoms in the plasma of electric arc
discharge between Cu-Mo electrodes by LAS. Analysis of
obtained results is carried by specially developed graphical
user interface. Obtained results are discussed as well as
occurred errors.

Experimental setup. The arc was ignited between
non-cooled electrodes in argon flow 6.4 slpm. The
discharge gap was 8 mm and arc current was 3.5 A. Cu-
Mo composite electrodes fabricated by electron beam
evaporation and following condensation in vacuum were
used. These electrodes have layered structure, content of
molybdenum changes from layer to layer in range 1%-—
20%; average content of molybdenum was 12%.

Copper vapor laser "Kriostat 1" was used as source of
probing emission on wavelength 510.5 nm, which is
absorbed by copper atoms in arc plasma volume. Grade of
laser emission absorption depends on population of copper
atomic energy level ’Dg;,. As diameter of laser beam
exceeds dimensions of arc plasma, so absorption
distribution for different spatial points can be
simultaneously registered by CCD-matrix (Fig.1).

Registered brightness distributions of reference laser
beam and absorbed emission were used for determination
of plasma properties. Reference image of spatial
distribution of brightness in laser beam without arc is
shown in Fig.2, a. The image obtained in presence of the
arc is shown in Fig.2, b. These images were registered at
the same operation conditions. CCD-matrix dynamic range
selection was realized by changing of exposure time.

Graphical user interface for treatment of brightness spatial
distribution (images) was specially developed. It allows:

= visualization of obtained brightness distributions;
= interactive selection of studied cross-section;
= determination of absorption characteristics for selected
cross-section;
= determination of local values of absorption coefficient
by Abel transformation.
© Veklich A, Ivanisik A., Lebid A., 2013



B 1 C H U K KuiBcbkoro HauwioHanbHoro yHisepcurerty imeHi Tapaca LleBueHka

ISSN 1728-2306

Laser emission
510.5 nm

Arc

CCD-matrix

'Y
[ r) [
Copper vapor N
laser ,) L
“Kriostat 1” N
)4
Ld
'Y
)4
L4

N7
V/ ‘V"V' ‘V'

Fig. 1. Optical scheme of linear laser absorption spectroscopy

a)

Optical thickness 1 at fixed wavelength and at every
spatial point can be given as:

t=In ref - t=In—"

, ifb,, =0,
b

absorbed ~ “arc

where b, and b,.., are brightness of reference and

absorbed

absorbed by plasma laser emission; b, is brightness of

own arc emission. It has been experimentally found that
influence of own arc emission is negligible in studied
experimental conditions. Absorption characteristics were
calculated for middle cross-section of the arc column; radial
profile of optical thickness 1 is shown in Fig.3, a.

As soon as side-on (lateral) registration of intensity
distribution has place in proposed experimental setup,
therefore local values of absorption coefficient k« can be
obtained from t by solving of Abel equation:

10 T
Ks-——)—=7
T (Xz _rz)g
where r,is radius of visible arc region,

derivative of optical thickness.

Generally it is complicated problem, which can be
significantly simplified in case of axisymmetric arc confi-
guration. The method [4] of Abel transformation was applied:

1
K :7Zka/’k “Tys
Iy

ax,

’

v is spatial

where j and k are indexes of local and observed
appropriate

coefficients. Obtained in this way local values of absorption
coefficient k¥ are shown in Fig.3, b.

characteristics, a are transformation

Jk

b)

Fig. 2. Spatial distributions of brightness in reference laser beam (a) and in presence of the arc (b)

As far as half width of laser spectral line is narrower
than absorption line of plasma, so k can be assumed as
absorption in the center of spectral line. Population of
absorbing atomic level %Dy, was calculated with regard to
spectral line contour. Since, Doppler broadening dominates
for this line at 3.5 A current, so its profile can be described

by Gaussian function with half width A, .

mﬂzimwoﬁwa;
M

where M is atomic weight, T is previously measured
plasma temperature [3].
So, population N, (Fig.4) of lower energy level can
be given as:
K- AL
N =——-"7F20 |
81910 £, .22
where f,, and A are oscillator strength and wavelength of
the absorbing spectral transition.
It must be noted, that these population values are

independent on local thermodynamic equilibrium assumption.
Calculation of plasma composition. Distribution of

copper atom concentration N, (Fig.5) can be calculated

according to Boltzmann law with using of previously
obtained temperature profile:

N,

Cu —

Nk 'ZCu

! kT

where 2¢, is partition function of copper atom, g, and E,

statistical weight and energy of absorbing level.
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Fig. 4. Radial profiles of population of lower energy level N,

Plasma of electric arc discharge between Cu-Mo in
argon flow generally contains atoms and ions of copper,
molybdenum and argon. Plasma in state of local
thermodynamic equilibrium can be described by equations
set [2], which consist of Saha equations for each plasma
component, equation of charge neutrality, perfect gas law.
Additionally, expression for ratio of Cu and Mo atoms'
concentration in plasma volume were included into
equations set. This expression can be obtained from ratio

of Cul 510.5 and Mol 550.6 nm spectral lines intensities:
Ecy

z:Cu ) xéu ) (gf)Mo e
NMo 2 =0
IMo : z:Mo : A’Mo : (gf)cu ekt
where 3¢, are 2y, are partition functions of copper and
molybdenum atoms, (gf).,. (¢f), and E.  E,, are

oscillator strengths and energies of appropriate spectral
lines. Icy and Iy, Acy and Ay, are intensities and
wavelengths.

Calculated in this way plasma composition is shown in
Fig. 6. One can see that atomic argon is dominant plasma
component.

N,

Cu _ ICu i

0 0.5 1.0 1.5 2

Fig. 5 Radial profiles of concentration of copper atoms

Electric conductivity of plasma channel mainly supports
by ionization of copper. Contribution of molybdenum ions in
plasma conductivity is relatively low, because amount of
molybdenum vapors is lower than copper one. However,
ionization degree of molybdenum is high, the main reason
of that is low ionization potential of molybdenum in
comparison with copper and argon.

It would be interesting to follow influence of initial
electrodes' composition and structure on plasma properties.

In work [2] were performed investigations of Cu-Mo
composite electrodes composed of 50 % copper and 50 %
molybdenum (by mass), which was fabricated by methods
of powder metallurgy. Contents of metallic vapor for
powder metallurgy technology (curve 1) and for electron
beam evaporation and following condensation in vacuum
(curve 2) are shown in Fig. 7. One can see that in case of
the last technology the content of metallic vapor is lower.
So, erosion properties of these electrodes are better at
conditions of experiment.

Content of metallic vapor were calculated as:

NCu + NC + NMo +NM0+ _100%’

Me =
N, +Ng,, +Nyyy + Ny, + N, +N,

u+

u+ r+
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Fig. 6. Calculated plasma composition

Estimation of errors. As far as technique of linear
laser absorption spectroscopy based on measurement of

brightness b, and b so standard deviation of

absorbed ?

optical thickness At can be estimated as:

2
AT = i‘Abref + L.A
ob,., ob

absorbed

12

2
b absorbed ] ’

2\12

or in explicit form:

2
A’EZ [Abrefj +(Ababsorbed]
bref babsorbed
Error in determination of local values of absorption

coefficient k caused by Abel transformation, according to
method [4], it can be estimated as

Ak = At Y aj,
k

where a, is appropriate Bockasten's coefficients.

Population of absorption level N,
on x , therefore:

linearly depends

AN, =N, - 25
K

As N, depends on population of absorbing level

N, and plasma temperature T , so standard deviation can
be estimated as:

2
AN, = N, ‘AN, | + %-AT
ON, oT
After substitution and simplifying it can be given as:
ANCU ~ & 2+ EI. 2 . £ 2 )é
N, K KT T

In assumption of typical inaccuracy of brightness
measurements A%:OJ or 10% and acceptable

2\2

inaccuracy of plasma temperature determination no more
than 10%, relative error of copper concentration N, does
not exceed 27%.

Conclusions. Technique of laser absorption
spectroscopy was applied for diagnostics of electric arc

XMey %
0.6
1
0.4
0.2
2

r,mm

1 | 1 J

0 1 2

Fig. 7. Content of metallic vapor in plasma of electric arc
discharge between Cu-Mo electrodes fabricated by different
technology

discharge between Cu-Mo composite electrodes.
Experimental setup and graphical user interface for data
acquisition and treatment are developed.

Proposed technique allows determination of copper
atoms concentration profiles, which were used in
calculation of plasma composition in assumption of local
thermodynamic equilibrium.

Obtained results indicate, that atomic argon is dominant
plasma component, while electric conductivity of plasma
channel mainly supports by ionization of copper and in
smaller degree by molybdenum ionization.

Content of metallic vapors in plasma of electric arc
discharge between composite electrodes fabricated by
electron beam evaporation and following condensation in
vacuum are significantly lower than for electrodes
fabricated by powder metallurgy.

Occurred errors are estimated with regards to uncertainty
of registration and treatment. Relative error of copper

concentration N, does not exceed 27% in the worst case.
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Beknuu A., kaHa. ¢i3.-maT. Hayk, Aou. kad. i3n4HOT enekTpoHiku,
IBaHicik A., KaHA. i3.-maT. HayK, Aou. kad. meanyHoi pagiodizuku,
Ne6iab A., acn. kad. i3n4HOI eneKTpoHiku,

papiodiznuHun chakynbteT, KHY imeHi Tapaca LLleB4eHka, KuiB

NA3EPHA ABECOPBLINHA CNEKTPOCKONMIA NNIA3MU
ENIEKTPOOYIOBOIO PO3PAAY 3 AOMILLKAMU MIAl

HAna diazHocmuku nna3mu enekmpody208020 po3psidy Mix komrno3umHumu Cu-Mo enekmpodamu 3acmocoeaHo MemoduKy JiHItHOI Js1azepHol
abcopbuyiliHoi cnekmpockonii. PeanizoeaHo ekcriepuMeHmMasnibHy cxeMy peecmpauii npocmopoeux po3nodinie iHMeHcueHocMi na3epHO20
aunpomiHroeaHHsi 3a dornomozoro [133-mampuyi. Po3pobneHo npozpamMHuli iHmepdhelic Kkopucmyeaya Onsi 06POOKU eKcriepuMeHmManbHUX OaHux,
eu3Ha4yeHo UIMOBIPHY eKkcriepuMeHmarnbHy noxubky. OmpumaHi npocmopoei po3nodinu 3aceneHocmi °Dsy pieHsi amomie Midi eukopucmaHo Ons
PO3paxyHKy ckniady nna3mu y npurnyuweHHi 10KkanbHOi mepMoOuHamidHOl pieHoga2u.

Knroyoei croea: nazepHa abcopbuiliHa crnekmpockKonisi, nia3ma esiekmpody208020 po3psidy.

Beknuu A., kaHA. ¢pun3.-maT. Hayk, AoL. kad. pM3nyeckon aNeKTPOHMUKM,
WBaHucuk A., kaHa. us.-maT. HayK, Aol. Kacd. MeanUMHCKoN paanodusnkm,
Neb6eab A., acn. kad. hM3n4eCKoONn INEeKTPOHUKH,

paauodunsnyeckun pakynbteTt, KHY nmenn Tapaca LLleBueHko, Knes

NA3EPHAA ABCOPBLMOHHAA CMEKTPOCKONNA NMNIA3Mbl
ANEKTPOAYIOBOIO PA3PAOA C NPUMECBHIO MEOU

HAna OuazHocmuku nnasmbl 3nekmpody208020 paspsida Mexdy Komro3umHbiMu Cu-Mo anekmpodamu npumeHeHa MemoOuka Jia3epHol
abcopbyuoHHol crekmpockonuu. Peanu3oeaHa 3KcriepuMeHmMasibHasi cxema peaucmpayuu MPoOCMPaHCMeeHHbIX pacrpedenieHuli UHMeHcUsHocmu
J1a3epHO20 u3JlyYeHusi ¢ nomowbto [13C-mampuubl. PaspabomaH npozpaMMHbIl uHMepdgelic nonb3oeamens Onsi 06pabomku 3KcriepUMEHMasbHbIX
OaHHbIX U onpedesieHa oxudaemasi owubka akcriepumeHma. llosny4yeHHble NPocmMpaHcMeeHHbIe pacnpedesieHuUs1 3acesIeHHOCMU 3Hep2emu4ecKo20 YPOBHS
D5, amomMoe Medu Ucrosb308aHbl O71si pacyema KOMIMOHeHMHO20 cocmasa rnia3Mb| 8 npedrnosioKeHUU JIOKalbHO20 MepMOOUHaMUYEeCKO20 PagHOBECUS.
Knroyeenle crioea: nazepHasi abcopb6yUOHHas1 CIEKMPOCKONUSI, Ns1a3mMa 3/1eKmpody208020 pa3psioa.
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PROPAGATION OF TEMPERATURE WAVES IN MEDIUM
WITH INTERNAL THERMAL RELAXATION

In this article the wave solutions of heat transfer equations, for classical model and for two alternative non-stationary models
(hyperbolic and model with a time delay) have been studied. Modeling of temperature impulse propagation was performed according to
dispersion relations obtained from heat transfer equations. It was shown that propagation of temperature impulse in non-stationary
models could significantly differ from temperature diffusion in classical model. This can be used for signal transmission and that

temperature waves could be used for delay line construction.

Keywords: wave heat transfer, non-stationer models of heat transfer, temperature impulse propagation, undumped temperature

waves, dispersion of temperature waves.

Introduction. For the long time the heat transfer
problems were regarded using only a classical Fourier's
hypothesis that heat flux is proportional to a module of
temperature gradient and have opposite direction. In the
50" of the last century first attempt to regard non-
stationary heat transfer processes were made by
Cattaneo and Vernotte, what leads to a hyperbolic
equation for temperature field [2, 12]. Since then the
hyperbolic and non-linear parabolic heat transfer models
were intensively studied and a big amount of new heat
transfer regimes were established, such as traveling
waves, blow-up regimes and some others [7-11].
Hypothesis of finite velocity of thermal signal propagation
became especially popular in last two decades. Also the
non-stationary solutions, such as the temperature waves,
started to attract attention of researchers, especially for
application in the scanning thermo wave microscopy
(STWM), which is one of the method to investigate the
under layers of surface for the purpose to determine heat
conductivity [1, 5, 6]. In present work we regard thermal
wave solutions not only for a classical heat transfer
model but also for non-stationary models: hyperbolic and
with time delay. Obtained relations of dispersion were
used for modeling of temperature impulse propagation,
regarding the possibility to use temperature field for
signals transmission.

Wave solutions of heat transfer equations. General
form of classical heat transfer equation is
oT(x,t)
c——==MAT(x,t
e () (1)

where p is density, ¢ is heat capacity and A is heat
conductivity. Suppose that:

T = Toei(u)tka) (2)
From (1) and (2) and regarding that k is a complex

k=k1

value +ika dispersion relation could be obtained:

ipcw =1, (K — k3 ) - i20kiey 3)
It gives the system of equations:
MKE -K3) =0
pco+20kiky =0 @

In a second half of twenty century the hyperbolic heat
transfer equation became more common, especially in the
problems of laser impulse interaction with matter. Since the
duration of laser impulses could be very short, it yields to

non-stationary problems of heat transfer [6]. Hyperbolic
heat transfer equation is as follows:
2
pc 6T(X,t)+1_pc§ T(:’t) =AAT(x,t) (8)

ot

© Vysotskii V., Vassilenko V., Vasylenko A., 2013
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Fig.1. Attenuation of temperature waves in
1 - classical model, 2 — hyperbolic model, 3 — model with delay.
The dashed line corresponds to areas of frequencies in which cos ot < 0 and thermal waves are not generated

Here 1 is a relaxation time, parameter that describes
the relaxation of local macroscopic subsystems to
equilibrium thermal distribution. By the same way as it was
done for the classical model, the dispersion relations for
the hyperbolic model could be found as follows:

pcw+ 2k1k2}\ =0
{k(kf ~k3)~tpca® =0 ®)

For such model the temperature waves becomes as:
{T _ Toei(k/ﬁ+)xei(wtikﬁ+x)

10
T- Toeikﬁ’xei(wti(klﬁ’)x) (10)

Where

B, = W0t +1+ o1 (1)

From (10) it can be seen that for the hyperbolic model
were obtained two different possible situations for the same
conditions. It has also be notices that in both cases
attenuation do not increase to infinity with frequency.

In last two decades gained popularity single- and dual-
phase-lag heat conduction models [3,4]. Here we consider
only single-phase-lag equation, also called as equation
with time delay. It has the next from:

pcw ZAAT(x,0) (12)

Analysis of dispersion relations for this model:

pPC®OCOS T + 2kkoh =0

13
X(kf—kzz)—rpcwsinwrzo (13)

lead to the next temperature waves:

+k Cosmt

+ X -
T= Toe Jisinort e/(mtik\/ﬂsmmrx)

(14)

. COos mt
i| ottk
T eikJ1—sinmrx e ( Ji-sinot )

This model with delay predicts not only the possibility of
attenuation decreasing with frequency at coswt >0, but
also predicts the existence of undamped thermal waves at
wr=2nr+r/2, n=0,1,2.... The excitation of thermal

waves is impossible atcoswt <0, because of unlimited
increasing amplitude of such waves whenx — o . The
frequency dependence of attenuation absolute value is
shown on fig. 1 a) and b) for relaxation time equal to
microseconds and milliseconds respectively.

Modeling of temperature impulse evolution. The
modeling of single temperature impulse evolution was
performed for normalized temperature. The initial impulse
is given with a formula:

To(x=0.)= TE=00Tmin 12012 (15)

max ~ 'min
Where P — duration of impulse, h(t)- Heaviside function.

In what follows F[ . ] means Fourier transform operator.
Fourier transform of initial impulse is:

P . oP
To(w) = F[Ty(x =0,t)] = —Sinc| — 16
o(0) = FlTo(x =0.0] = <= [Zj (16)
Evolution of thermal impulse will be given with:
To(x,t) = F [Ty (w)-€/* 7+ (17)

On fig. 2 results of modeling are shown. For the
calculations the next parameters were used:
G=\lcp=3103cm?/s, 1=10s. On fig. 2 a),b) is
shown evolution of temperature impulse according to a
classical equation, it is obviously that according to this
model propagation of thermal impulse is impossible
because of dispersion initial impulse loose it's form, and
in a distant spot it is impossible to detect beginning and
end of thermal impulse. Opposite situations take a place
in Fig. 2 c), d). In hyperbolic heat transfer model traveling
impulse solution is possible, but also deformation of
impulse form takes a place due to the dispersion.
Nevertheless, it is possible to detect beginning and end of
impulse. It makes possible to use temperature field to
transfer information, but it should be mentioned that
propagation of information in thermal field is very slow
comparing to electromagnetic field and acoustics waves.
It means that temperature field could be used for
information transfer only when there is a need to create
delay between two signals. But still as it is shown on fig. 2
c), d) amplitude of temperature impulse decrease very
fast with distance from initial source. Situation on fig. 2 e),
f) differ a lot from previous. Also traveling wave solution
take a place but contour of wave differs from the one of
initial impulse. On Fig. 3 the thermal waves appears as a
response of medium on single impulse heating. All those
results could be important in problems of microchips
cooling, because many modern microchips works at

frequencies comparable with 1
T
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Fig. 2. Numerical evaluation of thermal impulse propagation
a),b) — classic model; c),d) — hyperbolic model; e),f) — delay model with denied zones in specter

Conclusions. It was shown that for the non-stationary
models of heat transfer with hypothesis of the relaxation
time propagation of traveling temperature the impulse is
possible. What theoretically creates the possibility to use
temperature field for the purpose of slow signal transfer
and constructing of the delay lines.

Performed modeling reveals a possibility to use the
temperature field as a filter, what follows from modeling
shown on figure 3. It should be mentioned that the model
with time delay also is a filter, because there are zones in
the specter where amplitude of waves should increase.

Even the fact that temperature waves can't transfer energy
can't explain the possibility for existing of such kind of
waves. This kind of system will be not stable and any small
fluctuation will lead to a macroscopic periodic processes.
However, it is more natural to regard it as a limitation of
model with delay. Thus in modeling amplitudes of waves in
denied zones were forcefully made to be zero. In the Fig. 3
was shown a transformation of initial thermal impulse into
temperature waves due to the different value of attenuation
coefficient at different frequencies.
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Fig.3. Numerical evaluation of thermal impulse propagation
a), b) delay model with denied zones in specter transformation of thermal impulse into thermal waves

Also should be taken into consideration the fact that
both, hyperbolic heat transfer equation and equation with
time delay, are not precisely from kinetic equation, since in
both cases some simplifications were made. However
these models are more accurate for non-stationary
problems than for classical equation. In order to obtain the
last one a time derivative of distribution function is suppose
to be equal to 0, while non-stationary models are obtained
in assumption that time derivative is not zero but a small
value and, approximately, could be regarded as a
difference. Of course for the models when high harmonics
have significant amplitudes the assumptions on what the
non-stationary models with relaxation time hypothesis are
based becomes not appropriate.

Undamped slow thermal waves with velocity

v, =42Gw,, o, =(2nt+n/2)/1, n=0,12... (18)

can be used for signal transmission and at delay line
construction. Such slow waves also can be used in thermo-
optic deflectors (analog of acoustic-optic deflectors) for
angular control and modulation of weak laser radiation.
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FORCED FREQUENCY SYNCHRONIZATION EFFECT IN THE MICROWAVE
MICROSCOPE WITH THE ACTIVE PROBE

Forced frequency synchronization of the active probe of the microwave microscope is considered. A method of probe's sensitivity
increasing based on the quasiperiodic regime with high curvature of the frequency characteristic was proposed.
Keywords: near-field microwave microscope, forced frequency synchronization

Scanning near-field microwave microscopy (SNMM) [1]
is a modern method of dielectrics and semiconductors
properties examination. It provides local measurements with
high sensitivity to dielectric permittivity and losses and can
be combined with other types of scanning probe microscopy.

Microwave microscopy is based on measuring of the
resonant frequency and quality factor of the microwave
probe while scanning the sample under study. One of the
most widespread types of resonator is A4 coaxial
resonator with the needle on the central line. To measure
fres and Q with the maximal accuracy different modulation
and compensation schemes are applied. We proposed a
microwave probe scheme of active type [5], which is
simpler and provides sensitivity Ae/e ~ 10 with spatial
resolution Ax ~ 10 mkm. In a proposed scheme a resonator
is a frequency driving element of a microwave generator.
Thus the output signal frequency is measured directly by
the counter with high accuracy.

Microwave microscopy is widely used for low-contrast
and subsurface inhomogeneities visualization. Fig.1 shows
a result of scanning of a TM5 microscheme fragment. One
can see a hidden layer on the SNMM image.

NP

Optical image

SNMM image

Fig. 1. Obtained image of the TM 5 microscheme
with a hidden layer

Except inhomogeneities visualization and dielectric
properties measurement SNMM can be used for local field
imaging [3]. In a standard microscope scheme a detector is
connected to the resonator and its output is proportional to
external field amplitude. Such system is sensitive to vertical
component of electric field of resonant (or close enough)
frequency.

In [2] an electric-field probe design was proposed, sensitive
to both normal and tangential spatial-field components.

The purpose of this work is to study the particular
qualities of filed visualization using microwave microscope
with an active probe.

In contrast to described devices, which are simply
passive resonant receivers with subsequent signal

amplification, our microscope is actually a generator. Thus,
we observed forced frequency synchronization effect, when
external field is applied to the resonator. Fig.2 shows the
dependence of the measured signal frequency (from the
probe's output) from the external field frequency. This
dependence is often plotted as a dependence of beat
frequency from the mistuning. Area 1 is a quasiperiodic
regime. Generation frequency is not changed here, but the
"effective” of "observed" frequency, which is measured by
the frequency counter, is changed. Segment 2 is a
bifurcation area. Frequency cannot be measured here; its
width is defined by the noise level of external source and
resonant frequency stability. Finally, area 3 is forced
synchronization regime.

The output signal of active probe was observed also on
C4-27 spectrum analyzer. Two distinct spectrum
components were observed in area 1, which merged in one
in area 2 and only one frequency signal was observed in
synchronization area 3. These results correlate with the
classic theory of forced frequency synchronization [4].

According to geometry of microwave resonator (inset in
Fig.3) such probe is sensitive to vertical component of
electrical field only. Nevertheless by modifying probes' tip
geometry we can achieve sensitivity to required component
of electric or magnetic field.

We measured the dependence of the width of the
forced frequency synchronization area from the power of
external source. This series of measurements allowed us
to plot a so called Arnold tongue — parametric plot of
synchronization area.
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Fig. 2. Dependence of the measured frequency of the active
probe signal from the external source frequency

It is known, that for the frequencies close to resonance,
even an external signal with small amplitude can cause
forced frequency synchronization effect. Thus, the
described method can be used for detecting
electromagnetic fields with low intensity.

Unfortunately, for the power level less than 1 mW, we
could not measure synchronization area width because of

© Hayday Yu., Sidorenko V., Sinkevych O., Serdega I., 2013
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external source's low stability and low accuracy of
frequency setup. Generator [4-122 did not provide
sufficient values of the parameters stated above.

We also should note that the dependence in Fig.3 has
unusual form because we plotted the dependence from the
power of the external signal, not from its amplitude.

As we stated above, one of the widespread SNMM
application is hidden inhomogeneities visualization. This
however requires high sensitivity and corresponding signal-
to-noise ratio.

125 % P, mw
100 1 l J
75 1 L Id
01 ¥
25 +
Y, MHz
T T T T T T >
4 2 0 2 4 6
Fig. 3. Parametric plot of forced frequency

synchronization area

We proposed to use a quasiperiodic regime with high
curvature to increase sensitivity of our scheme. As it shown
in Fig.4 when close to the bifurcation point, the effective

frequency shift Af, can significantly exceed resonant
frequency shift Af, .

When close to bifurcation point, beat frequency dependence
from mistuning can be approximated as Q ~ \/y — V.., -

Fig. 4. Shift of resonant Af, and effective Ay frequency
of the loaded probe with external field "highlight"

According to this, signal amplification coefficient will be
nonlinear. But as we consider this method only for small
signals linear approximation can be used. In linear
approximation effective frequency shift is determined by

Af, and external generator stability Af,
Afy =B (AF, +Af),
where B is frequency characteristic curvature.
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This effect was demonstrated by scanning defects in
ceramic sample with/without external "highlight" (Fig.5).
External signal was filed to the probe's tip by means of
microstrip line. Informal signal increment in this experiment
was only ~1.5 times because of low stability and frequency
setup accuracy of the '4-122 generator that was used in
this experiment as external signal source. At the same time
by interpolating curve in area 2 (Fig.2) we can calculate

amplification coefficient ~6 for Af. <200 kHz.
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Fig. 5. Shift of resonant Af. and effective Af,,
frequency when scanning test sample

We also found that amplification can be considered linear
for such small frequency shifts. By using low-noise frequency
synthesizer signal amplification ~10 and more can be
achieved. Furthermore, this element can be built in the active
probe scheme directly and described regime can be used
optionally for studding samples with low dielectric contrast.

Conclusion. Particular qualities of field visualization
regime using microwave microscope with active probe
were described. Synchronization area for different power
value of external field was measured. We also proposed a
method of active probe sensitivity increasing, which is
based on frequency shift signal measuring while using
external field source to put the generator (active probe) in
quasiperiodic regime. This method is suitable for resonant
meters of generator type.

Reference
1. B.T. Rosner, D.W. Van Der Weide // Review of scientific instruments. —
2002. — Vol. 73, Ne 7. — P. 2505-2522. 2. R. Kantor, 1.V. Shvets // IEEE
Transactions on Microwave Theory and Techniques. — 2003. — Vol. 51,
Ne 11. — P. 2228-2234. 3. S.K. Dutta, C.P. Vlahacos, D.E. Steinhauer,
A.S. Thanawalla, B.J. Feenstra, F.C. Wellstood, S.M. Anlage, H.S. Newman
/I Applied physics letters. — 1999. — Vol. 74, Ne 1. — P. 156-158.
4. A lMukosckuid, M. PoseH6niom, 0. Kyptc // CuHxpoHusauus.
dyHOameHTanbHoe HenuvHenHoe sBneHune. — M.: TexHocdepa, 2003. —
496 c. 5. B.C. CugopeHko, K0.0. lMangan, O.B. CiHbkeBuy, C.B. Xuna. //
Mat. Ne 60519 YkpaiHa, MIMK7 G 01 B 7/34. — Ne 2002119038; 3asen.
13.11.2002; ony6n. 15.10.2003, Bron. Ne 10.
Submitted on 9.04.13

E®EKT BUMYLLEHOI CUHXPOHI3ALIT YACTOTHU
Y MIKPOXBUITIbOBOMY MIKPOCKOIMI 3 AKTUBHUM 30HOOM

Po3ansiHymo eghekm eumywieHoi CUHXPOHI3ayii Yacmomu aKmueHo20 30HOa MIKPOXeus/1Ib08020 MiKpocKona rpu Oif 308HIWHBO20 M0JIs1 3 YacMoMmoro
61u3bKOI0 00 Pe30HaHCHOI. 3anpornoHo8aHo euKopucmamu KeasinepioduyHull pexxum Ons nideuweHHs1 Yymsueocmi 30H0a Ao Manux 3MiH OierleKmpuYHoi

MPOHUKHOCMI.

Knroyosi crosa: 6nuxHboMonbo8uli MiKpoxeusibosuli MiKPOCKOIM, 8UMYWeEHa CUHXPOHIi3ayis Yacmomu.
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COHERENT LIGHT PROPAGATION IN OPTICALLY INHOMOGENEOUS MEDIA

Phenomenon of a depolarization for an optical signals which were propagated in media with the statistically distributed parameters
has been investigated theoretically. Polarization characteristics were calculated by using a coherent matrix method. The dependence of
polarization degree of wave on parameters of scattering medium has been calculated for the Fraunhofer diffraction zone.

Key words: degree of polarization, statistically inhomogeneuos medium.

Introduction. The coherent light propagation through
optically inhomogeneous medium is one of the most
important problem of the statistical optics [2]. Description of
such propagation we could consider using of Maxwell
formalism as a detailed analyze of an electromagnetic
waves scattering under every fluctuation [7]. This problem
takes on special significance for multiple scattering because
of corresponding coefficients of stochastic equations are
random field [5, 6]. Usually, such equations have not
analytical solutions and are difficult for numerical analyze.
Therefore, it is interesting to construct more simple models
for description of the propagation process of waves through
inhomogeneous medium with multiple scattering.

The model of phase screen could be considered as
possible approximation for this case. Method of phase
screen is familiar for scalar approximation of a diffraction
problems, including, for example, wave propagation through
turbulent atmosphere [4]. It can be proper for multiple
scattering at some restriction. Then the propagation process
of waves is considered as propagation through set of the
phase screen with corresponding statistical properties.

In this work the theoretical method of the description of
coherent light propagation through  statistically
inhomogeneous anisotropic medium by the phase screen
method was proposed. Also we considered systems with
multiple scattering using offered method.

Correlation matrix transformation. Correlation matrix
method is the most convenient for investigation of
polarization properties of the scattered light. In this case light
propagation by the statistically stratified medium could be
obtained as linear integral transform. The parameters of
kernel of this transform are determined by the statistics of the
medium. The advantage of this method consist in indifference
between the statistically stratified mediums, where
inhomogeneous could be produced by the inhomogeneous of
relief fluctuation or refraction index fluctuations.

Let us consider general principles that were underlay
our scattering model. The scattering geometry is depicted
on the Fig. 1. Gaussian beam of wavelength 1 normally
irradiates the statistically stratified medium, which could be
represented as phase screen with local inhomogeneties of
refraction index (n,=n.(p), n,=n,(p), where p={&, n} is the
coordinate in the plane of phase screen) and set of local
heights h=h(p).

Complex amplitude of the electromagnetic wave in the
registering plane arbitrary point r={x, y} could be given by
Jones vector [3]:

/
// / E[n
Ry o

out ( &7

\

\

Fig. 1. Geometry of light scattering by phase screen

E.(r)
E(r)=[E (r)]- (1)

The relation between the vectors of scattered wave

E(r) in arbitrary point r with the vector Ey(p) in general
case can be expressed by the linear integral [1]:

Er)= | | Hir.pE ()% (@)

where H(r,p) is random coherent point spread function
(PSF) of linear optical channel. This PSF could be
expressed by the Green function, which in approaching of
the anisotropic phase screen could be given as:

H(r,p):éexp(i(%\r—p\+¢j(p)))cos(n,r—p). (3)

here ¢, and ¢, is the random phases, which formed by the
casual relief or refraction index fluctuation, and could be
expressed as:

b,(0) =2, p)h(p) S =%,y @)

where n(p) and n,(p) is the fluctuations of anisotropic
index of refraction, 4(p) is the random distribution of relief
inhomogeneous. So the formula (2) for the Fraunhofer
diffraction zone is transforming in:

exp(il(x2+y2)J o
(r)= zh j' jexp(i%(xgﬂqy)]x

irz e

1
Eout

xEoexp[iﬁ(Ef +1? +zn(p)h(p))] dedn, (5)

where x, y are coordinates in registering plane; &, # are
coordinates in the scattering plane; z is the distance
between the scattering and registering planes. Let us make
denotation:

© Goloborodko A., 2013
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O(r) = exp (i L(xz + yz)J
zZA , (6)

Eolp) = miz E, exp (i ZL; (& +m*+ Zn(p)h(p))j

/‘Ein
/
ﬂ/
Eout ﬂ

Fig. 2. Geometry of light scattering
by the set of phase screens

where @(r) is the phase of the scattered wave and Ey(p) is
the gain-phase distribution of the wave in the scattering
plane. In this case (5) could be expressed as:

E(r) = d(r)F,E,(p). (7)

here F ; is the linear integral 2D Fourier transform. In the
case of the set phase screens (Fig. 2) total amplitude of the
wave scattered by the set of phase screens are giving in
the next form:

E"(r)=F; (@) (FEP)) - (®)

where n is the order of scattering. Expressions (8) let us
the possibility to find the components of electrical field
vector for scattered wave. So it becomes clear that it some
aperture averaging of the random field and if it so that it
reduce to defocusing scattered image.

The results of the theoretical calculations of
components of electrical field are shown on fig.3.

Fig. 3 shows Capricorn constellation, which distorted
by atmospheric turbulence. The parameters of turbulence
are: correlation length  »=50A, inhomogeneous
dispersions are (b) - 0©=0.001n, (¢) — o©=0.005n,
(d) = 0=0.01n, (c) — 6=0.015n, where n is the mean
refraction index. For reference fig. 3.a. is depicted original
non distorted image. As can be seen from these graphs
the increasing of inhomogeneous dispersion lead to
image quality loss and some noise occurrence. This noise
and defocusing are stir to spot of stars. In addition, the
images of some stars simply meet and it is impossible to
see one star of on a background of other.

For the polarization properties analyzing the elements
of the coherent matrix could be giving as:

G (r)=E}(r)(EL(r)) s jk=xy. )
In general case it had to make the averaging of the

components of coherent matrix under the aperture of a
beam:

(e1)- [ erind’, (10)

where a is the averaging aperture. Thus, it is possible to
define the degree of polarization of the scattered waves
using expressions for the elements of the coherent
matrix (10):

p— 1_4(<GQX><GCV>_<GQV><G;x>) ‘ (11)

((en)+(e3))
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Fig. 3. Image distortion by atmospheric turbulence

If the incident wave is completely polarized, the wave
scattered by diffuse surface will change the degree of
polarization, because the factorization of the correlation
matrix is impossible [1]. It is understandable, that any
fluctuations of propagation media have to influence on light
polarization.

The main results of the polarization experimental
measurements [5] and theoretical calculations (11) are
shown on fig.4.

P.,%
100 | | |
l m  experiment
80 .\ theory
[ ]
60 2
40 \{'\!1
\Kl
20 ‘\
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Fig.4. Dependencies of polarization degree
on the order of scattering
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As can be seen from these graphs the degree of
polarization of the scattered wave depends on the order of
scattering. Thus, every wave becomes partially depolarized
on each phase screen at each scattering act. So if the
number of screens is increasing (n—) that the
depolarization to tend to a limit which of equal to 100%.

Conclusions. The mathematical model of light
propagation through media with multiple scattering which
was based on the approximation by sequence of the
anisotropic phase screens. It has been considered case of
the stratified medium, in which anisotropy is sequent of
statistical inhomogeneous of the layers interfaces. The
essential depolarization effect at the light propagation has
been confirmed experimentally. This fact was submitted to
theoretical results which obtained from proposed model.
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ELECTROPHYSICS PROPERTIES THE DNA
AND DNA:AU MOLECULAR CLUSTERS ON SAPPHIRE

The films DNA, DNA: Au, clusters from gel solution, which can be magnetic and electrical active in biosensor systems and to detect
their functional properties by microwave techniques. Research has been focused on the application of I - V characteristics and spectra
methods to recognise and predict these molecular interactions based on primary structure and associated physic-chemical properties.
In results have actually shown that these molecular cluster layers on Al,O; substrates can to conduct electric current and respond on

power of microwave.

Keywords: DNA, UV-VIS-NIR spectra, low-energy electron point source, current-voltage characteristics.

Introduction. Deoxyribonucleic acid (DNA) encodes
the architecture and function of living cells. DNA is made of
a sequence of four bases: adenine (A), guanine (G),
thymine (T) and cytosine (C) (Fig. 1), attached to a
phosphate-sugar backbone and is about 0,34 nm long.
Any particular sequence forms a single strand of DNA. Two
strands may come together through hydrogen bonding of
the bases A with T (A T) and G with C (GC) [1-4].

DNA's electronic and self-assembly properties bear
enormous importance in nanoscience. The electrophysics
properties DNA are interest in several disciplines in
nanoscience because of their relevance to damage and
mutation in molecules. The charge transport for
electrophysics properties of DNA is central to such
developments. For instance, electrophysics detection of
structural changes, due to protein binding or base
mismatches examined. New read-out schemes on DNA
chips can detect for the presence of different DNA
sequences, might exploit her a electronic properties. The
phosphate ion carries a negative charge in the DNA
molecule, which results in electrostatic repulsion of the

two strands. In order to keep the two strands together,
positive ions must be present in the solution to keep the
negative charges neutralized. Charge transport in DNA
can shed new light on the transport properties of other
systems with supramolecules (Fig. 2). DNA could be a Au
conductor because of the formation of a molecules band
across the different bases. The stacking molecule is
important in the conducting properties of several other
organic molecules, that DNA might conduct started to be
pursued with more vigor. The electron transfer through
DNA was responsible for fluorescence quenching of an
excited molecule [2-5, 9, 10].

DNA behaves as a conductor, semiconductor, or
insulator, in what seems to be contradictory conclusions.
The apparent contradictions have been attributed to the
large phase space in which DNA can be prepared and
probed. Many experimental conditions and attributes of the
specific DNA used, including base sequence, length,
orientation, countering, temperature, electrode contact,
adsorption surface, fluctuations, and so on, could affect its
conducting properties. As a consequence, although much

© lvanyuta O., 2013
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progress has been made, DNA's transport properties are
still in question. The electrophysics properties free metal
(Au) clusters sensitively depend on the exact number
atoms N in island fiims to study the influence of a
supporting or embedding medium on the electronic level
structure. The island film for conserving the distinct energy
spacing's of a deposited cluster, it would be possible to
generate a clusters with adjustable electronic and optical
properties. The size cluster determines surface reactivity
film. As illustrated in Fig. 3, this method involved attaching
noncomplementary DNA oligonucleotides to the surfaces of
two batches of Au particles capped with thiol groups, which
bind to gold (see Fig.2). The presence a surface will
significantly influence the electronic level structure in the
cluster at a large distance the only common energy is the
vacuum energy, E .. As the temperature is reduced, the

two strands will eventually come together by diffusion and
rehybridize to form the double stranded structure. These
properties of the DNA can be utilized in the ordering and
assembly of artificial structures if these structures can be
attached to DNA [4-6, 9, 10].

Phosphate plo
deoxyribose © = o

; o R’
N
backbone - © %‘N{'
ackpone KKOJ/ —
o

4
O Cytosine \E;..o

5 end
Fig. 1. Chemical structure of DNA (from Wikipedia)

Guanine

Results and discussion. Direct measurements DNA in
vacuum are showed good conduct properties. It was found
that DNA is a conductor, with a resistance comparable to
that of conducting polymers. So far, the most widely used
attachment scheme utilizes the covalent bond between
DNA and Au. The experiment was done in gel, where a
drop of solution containing DNA — Au was placed onto
sapphire with a foil gold-covered with 3 um.

The DNA ropes were then broken by using a tungsten
tip. The tip was also used to apply a bias across the DNA.
A 600 nm portion of a DNA rope produced a resistance of
the electrodes in series with a resistor R =100 kQ or
1 MQ. At low bias voltages, no current is measured,
2,5MQ [4, 10]. The experiments were done using a DNA
oligomer 250 base pairs 56,2nnm long. An
electrostatically trapping technique was used to position
single DNA molecules between two electrodes 10 nm
apart (see Fig. 3). Electrical contacts between DNA

molecules and Au electrodes were made by using the
electrostatic trapping method [4, 12]. DNA was researched

with a low-energy electron point source (LEEPS)
microscope with not radioactively damage DNA. [4-5].

-’! § 4
S Y 4

4/4 I ’ F A0 i -

Fig. 2. DNA/Au nanoparticles as building blocks formation

Fig. 3. Size cluster was 3 pm
and determines surface reactivity film

When two oligonucleotides which are complementary to
the two grafted sequences are introduced, the
nanoparticles self-assemble into aggregates. This process
could also be reversed when the temperature was
increased due to the melting of the DNA oligonucleotides.
Because of the molecular recognition properties associated
with the DNA interconnects, this strategy allows one to
control interparticle distance, strength of the particle
interconnects, and size and chemical identity of the
particles in the targeted macroscopic structure. The sample
was then dried with a flow of nitrogen. The current (/) —
voltage (U) characteristics are measured using the
equipment, which is the same to the LEEPS. Sensitivity the
measurement of current is10 pA . The time was to writing

of the characteristic under the change of the voltage from -
-10V to +10V with step 10 mV for100 seconds . The
measurement was made in air at T =300 K . This provides
an upper value for the resistance of DNA, since some finite
contact resistance is expected to contribute. Since the
experiment was done in vacuum, ionic conduction could
not account for the transfer mechanism. However, this
experiment does not rule out that ions trapped by the DNA
might have changed its electronic structure, allowing for
higher conductivity. There has also been some evidence
that LEEPS imaging contaminates the DNA and can
account for the conducting behavior observed in this
experiment. The visible absorption spectra of these gels in
quartz  cuvetes were recorded on uv-Vvis
spectrophotometer with double-beam mode through CDD
(cooled double detection) Specord 200, Analytik Jena AG.
The transmission spectra Au/DNA nanosystems was in
2D - plates and DNA molecule in adsorbed layers from gels
on dielectric substrate. /R spectra of the adsorbed layers
from these gels on dielectric substrate KRS -5 were
recorded using a Bruker IFS 66v spectrometer in the range
of 800+1500 cm™ at T =300 K [2—4, 9-13].

In other direct measurements have found that DNA acts
as a large bandgap semiconductor. With decreasing
separation the energy barrier between cluster and sonde
will also decrease. The cluster level structure might change
when compared to the corresponding free system. As is
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clear from Figure 4 and Figure 5, the DNA oligomers does
not conduct charge for voltage below about 2V at room
temperature, which shows that the human chromosome
Ch 22 behaves like a semiconductor with a large bandgap.
This characteristic have following features: a non-linearity
and unsymmetrical behavior. The tip is held at 2V A
Coulomb blockade like staircase is observed whose origin
is still unclear. Then, a voltage of up to 5V was applied to
while the current rises rapidly above a certain threshold
voltage. In addition, a large hysteresis is seen by
comparing the upward and the downward sweeps. After
trapping DNA molecules between electrodes, the sample
was dried with a nitrogen gas and characterized using
precision microwave parameter analyzers (P1-59,
P1 —-61, P1—-67). At a higher bias, the DNA becomes
conductive. Surprisingly, the [—V characteristics were
dependent on the direction of the scan rate, yielding
different / - V curves. By depositing more silver and thereby
growing a thicker Au — DNA, the noncurrent region was
reduced from 5V to 0,5V, demonstrating crude control

over the electrical properties of these systems. In addition,
control experiments where one of the components (DNA or
Au) was removed from the assembly produced no current,
establishing that all of the components are necessary to
form the conducting Au films [3-6, 10—14].

Current (/), pA
10
o_
=10
-20 , ; ; )
-10 -5 0 5 10

Voltage (U), V

Fig. 4. Current — voltage characteristics of double-strand DNA
sequence for oligomer 250 base pairs the human
chromosome Ch22 [4, 9]

The details of the binding determine whether the
highest occupied level in the cluster adjusts to the

substrate Fermi energy E, (Fig. 6). In this case the contact

potential would induce a local charge accumulation. Also,
the core levels might shift. On a Au surface the cluster
forms a metallic bond and often likes to wet the substrate
sapphire. If the cluster is of the same material as the
surface it will form an epitaxial layer. On a non-metallic and
weakly interacting surface clusters might keep their identity
and have structures close to those of the free clusters in
vacuum. The homogeneous sequence is ideal for overlap
of = - orbital's in adjacent base pairs. The next part of
these features can be conditioned to the electronic
structure of these layers and a interface in heterostructures
conductance, (d//dV)/(V) (see Fig. 6), that represents

the shape of density of states of £. These results do not rule
out the possibility that ions could be attached to the DNA,
thus modifying its electronic structure. The voltage
dependence of the differential conductance as well as
normalized conductance exhibits a clear peak structure,
which represent a local level of energy that is typical in the
polymers Au nanoparticles, which have nonmetallic
properties. In order to study the electronic structure |
investigated the shape of the normalized differential the

layer. The different curves show repeated measurements.
The telemetric DNA sequence, when treated as a quantum
wire in the fully coherent low and room temperature
regime, works as an excellent semiconductor. Although the
origins of voltage gap and hysteresis are not clear, |
speculate that the voltage gap and/or the hysteresis are at
least partly related to the contacts between electrodes and
DNA molecules. In order to study the innocence caused by
the contacts, the four probe measurements need to be
performed. G have peculiar sequence of H - bond donor or
acceptor groups, and because it has the lowest oxidation
potential among the DNA bases, which favors self-
assembly and carrier transport. Such a G in
supramolecular assembly has the form of long ribbons,
with a strong intrinsic dipole moment along the ribbon axis
that causes current rectification in transport experiments.
The devices exhibit a maximum voltage gain of 0,79 eV.
This approach has potential to express control the size and
the packing density of the Au nanocrystals by simply
adjusting external experimental conditions such as pH,
temperature, and ion concentration [4, 12—15].

1dU/dl, a.u.

-10 -5 0 5 10
Voltage (U), V

Fig. 5. The differential resistance — voltage characteristics
of double-strand DNA sequence for oligomer 250 base
pairs the human chromosome Ch22

—»Y0,79 [

-0,53

di/dU;,
a.u.

4

Bias (U), eV

Fig. 6. The differential conductivity — voltage
characteristics of double-strand DNA sequence
for oligomer 250 base pairs the human chromosome Ch 22

It can be seen from normalized differential conductance —
voltage curves that there is a voltage gap at low applied
bias. The value of energy gap for the Au clusters was
estimated from the range with minimum of DOS near the
Fermi level (in Fig. 6. near the point U=0 V ). It is turned

outthat E; = 0,79 eV . Using the data of the band gap of Au

clusters was estimate the cluster diameter: Eg =0,79 eV

are two dimensional (2D) clusters (cluster diameter is
approximately 2,4 nm ).The change in conductivity due to
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the different compressions can be explained as follows: If
the charge transport relies on a very organized DNA chain,
then compression will disrupt the channel conductivity
greatly. The compression could be o f such a magnitude that
the single strands in the DNA duplex are essentially
independent. Islands with two layers of gold and a band gap
of 0,3-eV are found to be most effective for catalyzing

reaction. These results suggest that supported clusters may
have unusual catalytic properties as one dimension of the
clusters becomes smaller than three atomic spacing's. Its
conclude that the observed tailoring of the properties of
small Au clusters by altering the cluster size and its support
could prove to be universal for a variety of metals and will
likely be quite useful in the design of nanostructured
materials for catalytic applications [6, 13—16].

lonization potential has electric field difference between
two isolated bases (U, =0,6 eV between G and T). A

high DNA surface density on the Au nanoparticle is expected
to provide advantage in particle stabilization the hybridization
efficiency. The dc impedance spectrum of this gap electrode
gives rise to a conductive non large hysteresis with a charge
transfer resistance of about 1 MQ , as shown in the inset of
Fig. 7. This resistance (R) the layer from DNA polymerized
molecules versus temperature (T) change has exponential
decrease at the temperature increase. If it is assumed that
there are no other single DNA molecules stretched over the
gap and this bundle of DNA molecules contributes all of the
electrical conduction, the resistance of this bundle will be
about 107 cm? . The rectified type of /- V characteristic for
the structure metal (Au or Ag) — the layer from DNA
polymerized molecules networks on sapphire has been
confirmed. The spectrum still shows a conductive non large
hysteresis with a charge-transfer resistance of20 MQ,
about 20 seconds times larger than the one measured
before the enzyme application.

R, MQ
25 1
20 -
15 -

10 ~

X0 ::; gfﬁ'ﬁg,ﬁ JA\
___"“Gusdsssey
50 100 150 200 250 300
T.K
Fig. 7. The resistance (R) versus temperature (T) curves
of the layer from DNA polymerized molecules networks
on Al,O; (m and o- points) and on Al,O; after several
temperature cycling (Xand ¢ points) surfaces (a and b,
respectively). These curves correspond to measurements
at one temperature cycling (temperature decreases
from 300 K to 70 K and increases from 70 K to 300 K).
The value of the resistance of this layer on A,0; (A- point)
after temperature cycling is indicated

| cannot degrade all characteristics of double-strand DNA
sequence for oligomer A, C, G, T. After repeated
temperature cycling is indicated DNA molecules inside for
bundle oligomers 250 base pairs under the applied
experimental condition. They fail to respond to changes in
the external environment (A - point in Fig. 7.) Such behavior
of the resistance of the layer from DNA polymerized
molecules networks on sapphire under the temperature

increase is typical for a semiconductor. Similar results for the
layer from DNA - linked Au nanoparticles in networks have
been obtained. But both the resistance of this layer of and its
change were less.

However, it should remove all other damaged
(stretched) single DNA or small bundles of DNA molecules
As a result it can be reasonably assumed that this bundle
of no degraded DNA molecules contributes all of the
electrical conduction measured with the ac impedance

spectroscopy. The resistance is about 10® cm? for this
DNA bundle that may contain about 250 molecules since
the diameter for a single DNA is about 2,4 nm that implies

a monolayer of DNA molecules. As Au nanoparticles are
linked together via DNA hybridization, electromagnetic
coupling between the nanoparticles result in significant
damping of their surface Plasmon resonances. The amount
of extinction due to scattering is also influenced by the
interparticle spacing. Interparticle distance also influences
van der Waals and electrostatic forces between the
particles, weakly affecting duplex DNA stability and
hybridization / dehybridization properties.

Can microwaves disrupt the covalent bonds of DNA?
The fundamentals of thermodynamics and physics indicate

this is impossible. The majority of these factors have
electromagnetic nature. For the spectrum range, where
hv << KT, all the kinds of the biological activity to a certain
degree have been already found. The case is somewhat
different with the rest of wide range of electromagnetic
spectrum, where hv << KT . This range includes diapasons
from the microwaves to infra low frequency. For a long time
to infra low frequency range is considered not to influence
on alive organisms. The simple physical considerations led
for such conclusions: as energy quantum in the spectrum
range considerably less, from than the average kinetic
energy of molecules (hv << kT ), then infra low frequency
absorption in alive tissue may be associated only with the
amplification of a molecule rotation, i.e. with the
transformation of electromagnetic energy into thermal one
[4, 16]. Its studies have demonstrated that microwaves are
capable of breaking the covalent bonds of DNA (Fig. 8.).

The exact nature of this phenomenon is not well
understood, and no theory currently exists to explain it [4,
17, 19]. Nevertheless, polar molecules are those which
possess an uneven charge distribution and respond to an
electromagnetic field by rotating. The angular momentum
developed by these molecules results in friction with
neighboring molecules and converts thereby to linear
momentum, the definition of heat in liquids and gases.
Because the molecules are forced to rotate first, there is a
slight delay between the absorption of microwave energy
and the development of linear momentum, or heat. There
are some minor secondary effects of microwaves, including
ionic conduction, which are negligible in external heating.
Microwave heating is, therefore, not identical to external
heating, at least at the molecular level, and the existence of
a microwave effect is not precluded simply because the
macroscopic  heating effects of microwaves are
indistinguishable from those of external heating.

The change of the resistance (AR) of the layers from
DNA polymerized molecules networks (see Fig.8.) and
from DNA - linked Au nanoparticles in networks [4, 17, 18]
on sapphire under rise of the microwave power (P) was
increased. Resistance of the layer of DNA polymerized
molecules networks on sapphire increases on R=80-Q in
the range from 0 to 9-mW . These changes decrease for
this layer after ageing under UV — VIS illumination (Fig. 9.).
Resistance of the layer from DNA — linked Au nanoparticles
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in networks on sapphire in the same range increases on
AR=96-Q [4, 17].

The energy level of a microwave photon is only,
whereas the energy required to break a covalent bond is
10-eV, or a million times greater. Such a behavior the
resistance of these layers could be defined by partially
breaking part district or changing of the bonds in DNA
polymerized molecules. There is plenty of evidence to
indicate that there are alternate mechanisms for causing
DNA covalent bond breakage without invoking the energy
levels of ionizing radiation. The electrical conductivity of
DNA was affected with humidity regardless of single or
double stranded DNA since those measured signals
might reflect only the ionic transport. Still, no theory
currently exists to explain the phenomenon of DNA
fragmentation by microwaves although research is
ongoing which may elucidate the mechanism. The
experiments shows a common pattern — for the first few
minutes of irradiation there is no pronounced effect, and
then a cascade of microbial destruction occurs. The data
pattern greatly resembles the dynamics of a capacitor;
first there is an accumulation of energy, and then a
catastrophic release. It may simply indicate a threshold
temperature has been reached, or it may indicate a two-
stage process is at this work.

AR, MQ

P, mW

Fig. 8. The change of the resistance (AR) of the layer
from DNA polymerised molecules networks on A,O;
(o— points) under microwave power (P) and T =300 K [10, 11].
The measurements after temperature cycling (the AR versus
P, curve a) and after UV — VIS spectroscopy (the AR versus P,
curve b) have been carried out

The second stage of this process may very well be the
accumulation of oxygen radicals, which would certainly
seem to be primary suspects as they have a considerable
propensity for dissociating the covalent bonds of A, C, G, T
and oxygen radicals can be generated by the disruption of
a hydrogen bond on a supermolecule. These molecules
exist alongside single DNA molecules as "bound" system,
two or three layers thick [9]. These molecules share a
hydrogen bond with component atoms of the DNA
backbone, including carbon, nitrogen and other oxygen
atoms. At any given point in time one of the hydrogen
atoms may be primarily bonded to either an oxygen atom
on the supermolecule, or to an oxygen (or other) atom on
the DNA backbone. The fluctuating character of these
shared and exchanged bonds is enhanced by temperature
and by the dynamics induced by microwaves. Although the
amount of oxygen radicals which may be produced by this
process cannot presently be determined, the production of
some number of oxygen radicals is inevitable in these
circumstances. It must be noted here though, that most of
the oxygen radicals produced in this manner would exist

only briefly, as they would almost immediately bond to the
nearest available site. If this site is an oxygen atom on the
DNA backbone, | get a covalent bond break, albeit
probably only a brief one. The ac conductivity
measurements of single and double stranded DNAs using
precision microwave parameter analyzers in the centimeter
and millimeter spectral range under different humidity. On
the basis of the present results and discussion, the electron
transport through a double stranded DNA should follow a
one-dimensional pathway. However, the double stranded
DNA molecules in their films were naturally coiled and
randomly distributed. They could not be expected to give
rise to any electrically conductive signals under this
circumstance. Due to extremely high frequencies, the ionic
conduction is also negligible. Therefore, these
measurements may only reveal the dipole relaxation
behavior of solution trapped inside the fiims in the
microwave spectral range. According to the diagram
adsorption of solution per nucleotide as a function of
humidity in this literature [4, 6, 20], the double and single -
stranded DNA molecules were identical. This can explain
why their ac conductivity is identical under that
measurement condition. The data about the ac conductivity
of the double stranded DNA molecules under 0 % and
90 % of relative humidity upon various frequencies
suggested that at a high humidity, the ac conductivity of the
DNA molecules was close to that of water, which is an
electrical insulator under a normal condition [1, 18].

The absorbance of DNA is the reason radiation can be
used the absorbed energy destroys (cause mutations) and
kills the organism. When a DNA helix is denatured to
become single strands, e.g. by heating, the absorbance is
increased about 30 percent (see Fig. 9.).

Absorption, a.u.

T T T T T T
220 250 280 310
Wavelength, nm

Fig. 9. Absorption in the UV spectra of Au/ DNA
nanosystems at two temperatures

Each of the four nucleotide bases has a slightly
different absorption spectrum, and the spectrum of DNA is
the average of them. A pure DNA solution appears
transparent to the eye, and absorption doesn't become
measurable until 320 nm. Moving further into the UV
region, there is a peak at about 260 nm, followed by a dip
between 220 and 230, and then the solution becomes
essentially opaque in the far UV region. A solution of
double stranded, native DNA, with a concentration of
0,04 mg/mL has an absorbance of about 1,0 At at the

260 nm peak [6, 19]. This increase, called the
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hyperchromic effect, reveals the interaction between the
electronic dipoles in the stacked bases of the native helix.
Under a high relative humidity, both number and freedom
of the water molecules trapped inside the DNA films were
increased so that the ac conductivity of DNA was close to
that of water. Although DNA tends to repair itself naturally,
the simultaneous breakage of a sufficient number of
covalent bonds would lead to a catastrophic failure of the
entire DNA molecule. Due to the exceedingly large
number of bonds involved, the matter boils down to a
reproducible function of pure probabilities.

The optical properties Au nanoparticles are conferred
by the interaction of light with electrons on the surface
Au/DNA nanosystems. As an example, the emission
spectra for Au nanoparticles (Figure 10) are shown. At a
specific wavelength (frequency) of light, collective
oscillation of electrons on the Au nanoparticle surface
cause a phenomenon called surface Plasmon resonance
resulting in strong extinction of light. The particular
wavelength, or frequency, of light where this occurs is
strongly dependant on the Au nanoparticle size, shape,
and surface, and agglomeration state as described. The
intensive absorption by all of the nucleotides in the UV
range is almost entirely determined by purine and pyridine
bases. The interaction of the four nucleotide bases causes
electronic perturbations in the complexes. When
incorporated into DNA duplexes, G and C are able to be
oxidized by excited-state 2-aminopurine (Ap). Since the
reaction of the excited state of Ap with the base analog in
sine (/) is not thermodynamically favorable, charge transfer
between G or C and photo excited Ap can be evaluated
using inside containing duplexes as references [1, 4, 14].
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Fig. 10. Absorption spectra separated Au nanoparticles —
negative charged citrate — capped colloid Au particles
in water solution with sizes in diameters 8,8 nm, 10,5 nm,
16,7 nm - curves a, b, ¢, correspondingly. [6]

Further, because duplexes containing C differ from
those containing G by only one atom, the effect of driving
force on DNA - mediated charge transfer behavior may be
examined without drastically altering the structure of the
assemblies. Fixing the Au nanoparticles at specific sites
eliminates the distribution of distances usually present when
charge transfer is examined with intercalators tethered to
the end of DNA. These perturbations can be observed
through emission studies and spectroscopic titration. The
emission spectra for these bases were similar Density of
states for the Au nanoparticles in 2D - plates from Au/ DNA

nanosystems and / - V characteristics gap - Au nanoparticle
hosted in 2D - plate from Au/ DNA - sapphire substrate for
different Au nanoparticles sizes (A, B, C). It emits in a buffer
at room temperature with a maximum at 523 nm. The
obtained results can be used for the analysis of an optical
response of systems containing DNA's nucleotides and Au
nanoparticles [1, 4, 10].

The influence of Au nanoparticle size on the surface
plasmon resonance is illustrated in Figure 11, where the
absorption maximum (lambda max) increases from
448 nm to 456 nm for diagnostics sizes in range at
5+100 nm spherical Au nanoparticles, respectively. As a
comparison Au nanoparticles of sizes below 2 nm do not
exhibit surface Plasmon resonance [2, 4, 11].
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Fig. 11. Absorption spectra of Au nanoparticles:
a —in 2D - plates into gel without DNA; b, ¢ — in Au/ DNA
nanosystems in 2D - plates into gel with mixture
of 2D - plates, having sizes in big side 100+150 nm (b)
and 8+25 nm (c)

A major determinant of the optical properties of Au
nanoparticles is their shape. By synthesizing Au
nanoparticles of different shapes, the surface Plasmon
resonance can be easily be tuned to give absorption maxima
from around 500 nm into the near-infrared part of the
spectrum. The difference in absorption properties between
spherical and irregular-shaped Au nanoparticles of the same
average size is caused by an anisotropic distribution of the
surface electron layers. It's the transmission spectra of
Au/DNA nanosystems in 2D-plates (a) and DNA
molecules (b) in adsorbed layers from gels on dielectric
substrate (Fig. 12). IR spectra of the adsorbed layers from
these gels on dielectric substrate in the range of
800+1500 cm™ at T =300 K . The surface Plasmon
resonance of the Au particles coupled by DNA chains are
recorded and compared with the spectra of isolated
particles. Upon adding linker DNA, the DNA hybridization
leads to aggregation of gold nanoparticles, as demonstrated
in the Au surface Plasmon peak (520 nm ) shift of the DNA
— modified Au nanoparticles. In the cases of DNA chains
functionalized with two thiol groups the spectra shows a
broadening and a red shift of the surface plasmons which is
a result of coupling the particles by this chains. The
aggregation starts with the wavelength shift of the Plasmon
band, followed by broadening and more shifting of the peak
as hybridization continues. These results indicate that the
initial aggregation takes place with increasing volume
fraction, followed by increasing network size [4, 6].
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The next act measurements have in direct measurement
a single DNA. The result decreasing It's the energy barrier
between cluster and sonde will also decrease barrier
characteristics DNA oligomers. The cluster level structure
might change when compared to the corresponding free
system. As is clear from Figure 3 and Figure 13, the DNA
oligomers does not conduct charge for voltage below about
0,2V at room temperature. DNA molecules on a sapphire

surface between two gold electrodes about 3 um, also

showed a resistance of 10 TQQ  (see Fig. 13). For instance,
poly(dG) — poly(dC)DNA with no thiol groups showed
resistances greater than 1 TQ on both sapphire
substrates. The /- V characteristics for poly(dA) — poly(dT)
DNA showed a large bandgap at temperatures lower than
150 K. This can be accounted for by a small polaron
hopping model [4, 10], where the current is given by
I sinh bV exp[-Ea/k,T], where E_is the activation

energy, T is the background temperature, b= ea/2k,Td, e iS

the electron charge, ¢ is the hopping distance, and 4 is the
distance between the electrodes. The details of the cluster -
sonde interaction will determine the changes in geometrical
and electronic properties with respect to the unsupported
case. Equation describes the [—V characteristics of
poly(dA) — poly(dT) DNA very well if p is taken to be
independent of temperature. Furthermore, poly(dG) -
poly(dC) DNA shows temperature dependence of the
current down to 20k and seems to have two molecular
vibration frequencies which contribute to the polaron motion,
whereas poly(dA) — poly(d7) DNA shows temperature
dependence only down to 50 K and seems to support only
one molecular vibration. When a transverse microwave field

is applied, the potential along the DNA chain will be adjusted
due to the special structure of a DNA double helix. This
modulation changes the electronic structure of the DNA
molecule and further influences its transport property. The
transverse electric field will suppress the current through the
device. The reason is that the transverse electric field
potential tends to make the on-site energy of the poly(G) -
poly(C) DNA molecule into a "disorder". This "disorder"
changes the wave-function of the electron and further
influences conductivity. The calculation reveals that the
suppression on the current is also related to the direction of
the transverse electric field, which is denoted by phase 4, ,

as shown in Fig. 6. Since the modulation is harmonic due to
the double helix structure of DNA molecule, choose the
phase ¢, =0 to correspond to the direction that the

transverse electric field points to from base G to base C of
the first base pair. The modulated potential along a one-
helix-period ploy(G) - poly(C) DNA G and C chain is for
phase ®,=0 and =D - At a fixed strength of the

transverse electric field the amplitude of the "disorder" is
unchanged, but different directions change the shape of
the modulation in detail, which will make a difference of the
conductance. Fig. 13 shows the dependence of the current
on %o for different strengths of the transverse electric field

for a simple Au/DNA /Au device. The straight solid line
corresponds to the case when the transverse electric field
is absent. When the transverse electric field is turned on,
the current has fluctuating behavior with ?o . With a larger

transverse electric field fluctuation becomes more notable.
Measurements at both ambient conditions and in a vacuum
were performed, with no substantial change in the results.
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Fig. 12. The transmission spectra of Au/ DNA nanosystems in 2D — plates (a) and DNA molecules (b)
in adsorbed layers from gels on sapphire substrate

In the /- V curves threshold voltages to showing the
inclusion of backbones opens a gap between the HOMO
and the lowest unoccupied molecular orbital. For
sufficiently high applied voltages, as can be observed for
almost all models for the voltage range depicted in
Figure 13. Next, a non-periodic sequence of base pairs can
drastically suppress the currents to the DNA sequence.
This strong suppression is do not show a large suppression
at such short lengths DNA, while longes already exhibit a

several orders of magnitude drop in current. There are
steps appearing in some /—V curves, which are due to
resonances in the transmission probabilities. Such
resonances are more relevant and robust in the telemetric
sequences. Resonance effects are still present in some
cases for disordered short sequences, but they do not last
for longer systems, as can be systematically appreciated in
Figure 14. The complexity of the DNA systems does not as
yet a definitive conclusion to be drawn on the mechanisms
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leading to sequences on [-V characteristics.
Nevertheless, the consistency among the results found
here for different measurement, widely discussed in the
literature [2, 4, 11], suggests that important qualitative
physical and chemical aspects have been captured in the
present work. These steps are enhanced and not washed
out by adding parallel chains, irrespective of the starting
points defined at the interface of each sequence with the
contact. The drastic difference in the lengths dependence
of the current for DNA will allow for better comparison and
interpretation of experimental data.
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Fig. 13. 1 — V characteristics is placed across single
the DNA molecule. The inset shows the current versus
the gate voltage at a source-drain voltage of 0.5 V. Reprinted
with permission from [21]
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Fig. 14. The differential conductivity — voltage characteristics
of is placed across single the DNA molecule

Conclusions. DNA molecules as building blocks in
nanotechnology of nanosystems has probably only just
begun, but already produced some striking results as in
electronic, optic nanosystems engineering such as in tissue
engineering. The first step on this way is the study of DNA
on the molecular level, which may point to new directions in
nanosystems design and construction - not just
biomolecular systems, but actually using DNA
biomolecules themselves to construct novel nanosystems.
Among the variety of approaches to DNA -based
supramolecular physic, the strategy of replacing DNA
natural bases by alternative bases that possess distinct
shape, size, or function has allowed the modification of
DNA in a highly specific and site selective manner. This
approach is replacing bases DNA on Au cluster restricted
to molecules with shapes and sizes that are commensurate
to normal bases to ensure that the DNA modifications
occur highly specifically and site selectively. The new
generation of such nucleoside mimics was found in which

the hydrogen bonding interactions were replaced by metal-
mediated base pairing. The advantage of this modification
strategy is that it allows the metal ions to be replaced in the
interior of the DNA duplex.

The geometrical properties and electronic structure of
single DNA nucleosides (dA, dT, dG, dC) adsorbed on a
metallic surface of Au cluster are determined. | investigate
multiple adsorption geometries and the resulting molecule
surface interaction mechanisms self-assembly DNA — Au
nanosystems. For A, | found negligible differences between
the binding energy in the two configurations investigated,
while for G this difference reaches the maximum value
among the four nucleosides (i.e., 0.79 eV). The projected
density of states indicates that the physisorption is the
main cause of the binding energy. Nevertheless, for the
adsorbed dC, point out the presence of the chemical
interaction too. While the absolute values of the molecule
surface charge transfer are small, they are qualitatively
dependent on the orientation of the nucleosides to the
surface. If the DNA bases are oriented perpendicular to the
surface, the electronic population of molecules decreases,
while the parallel orientation of the DNA bases with respect
to metal surface leads to an increase of electronic
population on the molecules.

The laboratory models investigated in this work - based
on the naturally occurring, physisorption stable threads -
should provide ideal benchmark situations for systematic
investigations of DNA electronic transport, as well as for the
development of DNA-based molecular nanoelectronic
applications using Au as contacts. In particular, the -V
characteristics presented here show promise of a wide
range of interesting nanocircuitry on complex patterns of
hollowed thin films on substrates sapphire bridged by DNA
sequences. The [/-V curves suggest the existence of
stepped structures smal independent of length and
sequencing initialisation at the self-assembly DNA — Au
nanosystems. They are present independent of lengths and
sequence initialisation at the Au contacts. Surely, the
molecule-electrode coupling can drastically influence the
magnitude and fluctuations of the current.

The ac impedance spectroscopy provides further
evidences for the electrical conductivity of double stranded
DNA. The spectra images of DNA build up a proportional
relationship of DNA electrical conductivity and the number
of the DNA molecules stretched over the gap Au
electrodes. The enzymes DNA was used to degrade the
DNA molecules stretched across the electrode gaps, which
results in a significant increase in the charge-transfer
resistances. These impedance spectra do not demonstrate
any feature of ionic conduction and small sensitivity to light.
The spectra do not support DNA as metallically conductive
molecules, which should give a constant resistance on the
real resistant axis of an impedance spectrum. Instead, they
suggest the double stranded DNA to be a semiconductor.
Different from some semiconductors, such as silicon, the
DNA conductivity should follow the mechanism of one-
dimensional electron transport through the 7 stack of
double stranded DNA base pairs.
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ENIEKTPO®I3UYHI BIIACTUBOCTI JHK | HK: AU MOJNEKYNAPHUX KIACTEPIB HA CAM®IPI

Mokpumms OHK, OHK: Au, sik knacmepu 3 2esiegux po34uHie MOXymb eUsiesIimu Ma2HimHy U efleKmpuyHy aKmueHicms y 6ioceHCOpHili cucmemi ma
susisumu ¢byHKUioHanbHi enacmueocmi Onsi Mikpoxeusiboeoi mexHiku. [ocnioxeHHs1 6yno 3ocepedxeHo Ha aHanisi ix BAX ma cnekmpie memodamu
po3Mni3HasaHHs1 i MPO2HO3yB8aHHS UUX MOJIEeKy/IsIPHUX e3aeMoQdili Ha OCHO8i iX MepeuHHOl CMPyKMypu ma e3aeMO038'A3Ky 3 hi3uKo-XiMidYHUMU
eslacmueocmsiMu. Pe3ynbmamu nokasanu, wio yi MosiekynsipHi wapu knacmepie Ha nioknadkax Al,O; Moxymb npoeodumu enekmpuyHuli cmpym i
peazysamu Ha nomyxHicms HBY.

Knroyoei cnoea: HK, UV-VIS-NIR cnekmpu, moykoge O)Xepesio HU3bLKO eHep2emuy4HUX eJIeKmpOoHie, 80/IbMm-aMriepHa xapakmepucmuka.

A. UBaHi0Ta , KaHA. pn3.-maT. HayK,
kad. anekTpodm3nkn, paguocumsnyeckuin pakynbTteT,
KHY nmenu Tapaca LLleByeHko, KueB

ANEKTPO®UINYECKUE CBONCTBA JHK N HK: AU MONEKYNAPHbIX KNIACTEPOB HA CAMN®UPE.

Mokpbimue AHK , OHK:Au, kak Knacmepbl ¢ 2e/1uesbix pacmeopoe Mo2ym Mposiesisimb Ma2HUMHYIO U 35IEKMPUYECKYHO aKIMUeHOCMb 8 6UoceHCopHOU
cucmeme U (byHKUUOHalNbHbIe ceolicmea O/l MUKpO8OoJIHo80U mexHuKu. UccrnedosaHue 6bi1o0 cocpedomoyeHO Ha aHanuse ux BAX u cnekmpoe
Memodamu pacrio3HaeaHUsl U MPo2HO3UpPOo8aHUs1 amux e3aumodelicmeuli Ha OCHO8€e UX repeuYyHoll CMpyKmypbI U 83aUMOCEsI3U C (hU3UKO - XUMUYECKUMU
ceolicmeamu. Pe3ynbmambi nokasanu, Ymo 3mu MOJIeKy/sipHbIe ciiou Kracmepoe Ha nodnoxke Al,O; Mmo2zym npoeodumb 3nekmpu4qeckuli mok u
peazuposamb Ha MowHocmb CBY.

Knroveenlie cnoea: [HK, UV-VIS-NIR criekmpbi, mo4eYHbIl UCMOYHUK HU3KO 3Hep2emu4ecKux 3/1eKmpoHO08, 80J1bIM-aMIepHasi Xxapakmepucmuka.
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Faculty of Radio Physics, Taras Shevchenko National University of Kyiv

INFLUENCE OF RECOVERY MODEL PARAMETERS ON SYNCHRONIZATION
IN NEURAL CORTICAL STRUCTURE DURING DESCENDING INFORMATION TRANSFER

Neurons interaction in networks with complex dynamics was investigated, the synchronization phenomenon for descending
information process in cortical column was considered. The synchronization coefficient dependency on different variations of Izhikevich
model parameters is depicted on corresponding plots. Visual study of network synchronization is performed by means of raster plots.
Synchronization coefficients on different layers of cortical column were compared. Proved that time-scale parameter of membrane
potential recovery variable has the weakest influence on network synchronization.

Keywords: synchronization coefficient, Izhikevich model, cortical network, descending information process.

Problem statement. Last years studies of brain neuron
networks and principles of information presentation and
transformation in the brain are of great interest. Today
number of tools and resources for neurophysiological
experiments allows us to get more information about
functioning of different brain neuron networks. One of the
main directions in this science brunch is development of
physical and mathematical neuron models that describe
basic functional possibilities of neurons and convenient for
theoretical researches. Such models are very popular in
neurons researching to solve one of the main
neurophysiological and biophysical problems:
determination how information flows in the network is
related to network's topology.

Analysis of recent researches and publications.
Active researches of brain's structural organization
summarized that the main principle of brain's organizing is
the modularized structure and partial information
processing. [8] Neocortex is responsible for thinking,

speaking and other processes of nervous system and has
the most representative modularized organization.
Aggregation of cells and links in the cortex into horizontal
layers may lead to the conclusion that main interactions in
the brain take place in the horizontal planes. But in the
1930-s Spanish scientist Rafael Lorente de No [7, 6] first
supposed that cortical processes are local and take place
in the vertical columns. Lorente de No assumed that
neurons in such structures are associated into closed
networks with ring topology. It must be mentioned that till
nowadays scientists have no consensus about cortical
column's form (cylinder, cone, line, ensemble, "barrel" and
others) [9, 10]. Nevertheless comparison of results from
different functional researches shows the existence of
vertical neuron groups. Hebb [4] hypothesized that neurons
ensemble is organized as 3d network consisted of
elements with different functional states. Synaptic currents
in such network amplify each other by synchronous
occurrences. Since the beginning of 60 years this point of

© Karpenko K., Sudakov O., 2013
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view gets demonstrative confirmation. In 1957 Mountcasle
noticed that somato-sensory cat's cortex is organized into
"elementary functional units" — vertically oriented cell
columns. Any column has 110 neurons [8], and this
number doesn't dependent on the species e.g. cat, rat,
human etc. Columns are considered as the neocortex's
evolutionary unit and there are many thoughts about their
structural and functional transformations.

Exact structure of the neuron cortex module and
coupling parameters are unknown. Analysis of network
dynamics [2] can be held for different column structures
and topologies. Simulation results can be compared with
neurophysiological experiments data to obtain additional
knowledge about network topology. Now dynamical
research is devoted to neurons synchronization [8].
Synchronization is a central mechanism of neural
informational processes that connects different parts of
brain. Experimental results show that the synchronous
neuron's activity is responsible for visual recognition of
whole subject and for information transformation. On the
other side the synchronization presence is a reason of
pathology and plays an important role in such neural
diseases as epilepsy.

Paper goal. This work is devoted to synchronization
researching in Izhikevich's neuron network, especially to
dependency of synchronization coefficient on variation of
neural states in cortical column.

Materials and methods. We considered neural
networks consisted of 110 neural elements with different
regimes: regular spikes, chaotic spikes, regular and chaotic
bursting, etc. All investigated structures are six-layer
homogeneous networks similar to cortical columns.
Microscopic observations prove that density and form of
cells vary from the top to the deep in the cortex. Such
differences correspond to horizontal layers. The upper layer,
which is called the first, has little cells and consists mainly of
axons. In our work there are 9 neurons at the first layer. The
second and the third layers are the similar, and each of them
has 11 neurons. The fourth layer has 15 neurons, the fifth —
17. The sixth layer is the deepest and strongly differs from
others; it has a big amount of neurons, in our case it consists
of 47 neurons. (fig. 1). Each neuron is connected with each
neuron from its own layer and from the next layer. Layers in
column are connected by axons and synapses.
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Fig. 1. The hierarchical structure
of investigated cortical column

A very interesting question arises: how such little
cortical parts may send and get information from the top to
the deep in the cortex and what is happen with neural
dynamics in such case?

We are interested in the dependence of the
synchronization phenomenon on different variation of
Izhikevich model parameters. [5]. It is two-compartment

model that contains an additional requirement for cell
membrane discharge:
ﬂ=0.04v2+5v+140—u+l, ﬂ=a(bv—u),
dt dt
Ve u«—u+d,ifv>=30myV,

where v and u are the dimensionless membrane potential
and membrane potential recovery variables respectively; a,
b, ¢ and d — dimensionless parameters. The variable u
simulates the activation of ionic K* currents and the
deactivation of ionic Na* currents and provides negative
feedback to v. Variable / simulates external currents.

Various choices of the parameters result in various
intrinsic firing patterns, including those exhibited by the
known types of neocortical and thalamic neurons [3]. So in
this work we investigated the dependence of synchronization
coefficient from variation of neural regimes in cortical column.

Results and discussions. We considered the
descending information flow in neural structure. Information
goes from the top to deep in the cortical column and hasn't
a direct way (fig. 2). Descending connections start at the
sixth layer cells and reaches the first layer of the lower
cortical regions. The axon spreads to large distances in the
first layer. This layer has very few cells. Cells in the second
and fifth layers have dendrite couplings with the first layer.
Thus cells may be excited by reverse connections that go
from the first layer. Axons from the second and the third
layers provide synaptic currents to the fifth layer. Thus we
can say that the information path from the top to the deep
is complex. Information may be divided into different
directions. This distribution occurs in the first layer. The
reverse information flow coupling begins from the cells of
the sixth layer in upper hierarchical region, and then it
comes to the first layer of the lower cortical regions. Some
cells of the second, third and fifth layers in the lower
hierarchical regions are excited. Thus cells of the sixth
layer are also excited and then the information goes to
lower and lower hierarchical columns.

higher column

Ne of layer

cortical column

lower column
Fig. 2. The descending information flow

As we know from [5] — the parameter a describes the
time scale of the recovery variable u. Smaller values result
in slower recovery. A typical value is a=0.02. For the
descending information flow dependence of
synchronization coefficient changes on changes of
parameter a for the whole cortical column (fig. 3) and for
each layer separately (fig. 4) was investigated.

From fig. 3 we can see that for descending information
flow the maximum value of synchronization coefficient
equals k=0.27 is reached at a=0.03. From fig. 4 we can see
that on the first layer of the structure the synchronization
coefficient is bigger than on other layers of cortical
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structure for all values of parameter a. The reason of this
phenomenon is that the first layer is the input layer that
gets an applied synaptic current which flows from upper
cortical regions. For parameter value a=0.03 the raster plot
for descending information flow in the cortical column
(fig. 5) was constructed. Neural dynamics looks like
intrinsically bursting (fig. 6).
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c 0.25- ~ o . — N\

.g \‘*/' e N

£ 02 N\

[ -

S 015 e
=

2 041

©

N

‘= 0.005

o

S 0

‘% 0.001 0.005 0.009 0.01 0.02 003 0.04 0.05

Model's parameter a

Fig. 3. Dependence of synchronization coefficient
on parameter a
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Fig. 4. Layer dependence of synchronization coefficient
on parameter a
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Fig. 5. The raster plot for a=0.03

Fig. 6. Neural dynamics for a=0.03

Then the synchronization coefficient changes
dependent on changes of parameter b for the whole
cortical column (fig. 7) was investigated. The diagram of
synchronization coefficient dependence on parameter b
was constructed (fig. 8) for different layers. From [5] the
parameter b describes the sensitivity of the recovery
variable u to the subthreshold fluctuations of the membrane
potential v. The large values of v and u lead to the large
possible subthreshold oscillations and low-threshold
spiking dynamics. A typical value is b=0.2.

0.4

0.3

0.2

0.1

Synchronization coefficient

01 02 03 04 05 06 07 08 09 10
Model's parameter b

Fig. 7. Dependence of synchronization coefficient
on parameter b
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Fig. 8. Layer dependence of synchronization coefficient
on parameter b

From fig. 7 we can see that the synchronization
coefficient changes very fluently (~10%) while parameter b
varying. The maximum value of the synchronization
coefficient equals k=0.365 is achieved at b=0.7. From the
diagram (fig. 8), we can see that the the first input layer has
significantly  different dynamics of synchronization
coefficient changes compared to other layers. For b=0.7
the raster plot for descending information flow in the
cortical column (fig. 9) was constructed. Neural dynamics
looks like intrinsically bursting (fig. 10).

120
110
100

100 t, ms

) 50
Fig. 9. The raster plot for b=0.7
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Fig. 10. Neural dynamics for b=0.7

Conclusions. Neurons activity in the cortical column
model is changed from bursting to spiking activities when
considering from the first to the sixth layer. Researches of
synchronization coefficient dependency from changing
Izhykevich model' parameters showed:

= presence of parameters, for which the complex neural
network dynamics is possible;
= the synchronization coefficient reaches its maximum at:
e for a=0.03 — k=0.27;
e for b=0.7 — k=0.365;
= cortical column is less synchronized during changing of
parameter a: the synchronization coefficient k — 25-30%;

We can conclude that the time-scale parameter of the
membrane potential recovery variable has the weakest
influence on synchronization in neocortex. Smaller values
result in slower recovery. To enhance synchronization
activity in neurons mention above the sensitivity of the
recovery variable to the subthreshold fluctuations of the
membrane potential should be increased. This fact may be
useful for influence on epileptic activity.
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K. KapneHko, acn., O. CyaakoB, kaHA. ¢i3.-maT. Hayk, kad. meanyHoi pagiodisunku,

papiodiznyHuin pakynbtet, KHY imeHun Tapaca LLleBueHka, Kui

BNMB BIAHOBMIOIOYNX MAPAMETPIB MOOENI HA MEPEXEBI CyIHXPOHI3AuIl7II-[I XAPAKTEPUCTUKHU
HU3XIAHOIO IHPOPMALIMHOIO NPOLIECY B HEMPOHHIN KOPTUKAJIbHIU CTPYKTYPI

Y po6omi docnidxeHo xapakmep e3aeModii HelipoHie y Mepexax 3i cknadHOH OUHaMIKOK, PO32/ITHYMO sieuwe CUHXPOHi3auii Onsi HU3XxiGHo2o
iHghopmayiiliHo20 npouecy y KopmukasbHill KOJIOHUi. 3anexHicmb KoegbiyicHmMie CUHXPOHI3ayii eid eapiroeaHHs1 pi3HUX Napamempie mModesi HelipoHa
bkukeeuya eidobpaxkeHo Ha eidnoeidHuUx 2padpikax. [ns eizyanbHOI OYiHKU CUHXPOHI3ayii nobydoeaHo pacmpu cnalikoeoi akmueHocmi. [To6ydoeaHo
Oiazpamu Onsi nopieHsIHHS KoegbiyieHmie cUHXPOHI3ayil Ha KOXXHOMY 3 Wapie KopMmMuKabHOI KosIoHKU. [Moka3aHo, W0 Ha CUHXPOHI3ayito HalimeHwul ennue
Mae 3MiHa Yacoeoeo napamempy 8iOHO8sIEHHSI MeEM6PaHHO20 MomeHuyiary.

Knroyosi crosa: koegbiyieHm cuHxpoHizauyii, MoOesnb hkukesuya, KopmukasnbHa HelipoMepexa, HU3XioHul iHghopmauyitiHutl nomik.

E. KapneHko, acn., A. CyaakoB, kaHA. ¢u3.-MaT.HayK, kad). MeALIMHCKON paanodU3nKkm,
paaunodmsnyeckun pakynotet KHY nmenmn Tapaca LLleByeHko, KueB

BIMUAHUE BOCCTAHOBUTEIbHbIX MAPAMETPOB MOLEJN
HA CETEBbIE CUHXPOHU3ALIMOHHLIE XAPAKTEPUCTUKU HUCXOAALWEITO UHOOPMALIMOHHOIO
NPOLIECCA B HEMPOHHOU KOPTUKAIIbHOWU CTPYKTYPE

B pa6ome uccnedoeaH xapakmep e3aumodelicmeusi HelipOHO8 8 cemsiX CO CJIOKHOU OUHaMUKOU, PacCMOMPEHO sifleHUe CUHXPOHU3ayuu ons
Hucxodsiuje2o UHGhopMayUOHHO20 MPOyEecca 8 KOPMUKasIbHOU KOJIOHKe. 3asucuMoCcmb KO3ghghUuYUEHMOo8 CUHXPOHU3aUuU om 8apbUpo8aHUsi Pa3/iudHbIX
napamempoe mModesiu HelipoHa MKukeeuyva nokaszaHa Ha coomeemcmeyroujux epagukax. [nsi eusyanbHOU OYEeHKU CUHXPOHU3ayuu NocmpoeHbl pacmpbl
cnatikoeoli akmueHocmu. [TocmpoeHb! duazpamMbl OJisi cpagHeHUs1 KO3ghghuyueHmMoe8 CUHXPOHU3aUUU Ha KaxOOM U3 CJl0e8 KOPMUKasbHOU KOJIOHKU.
lMoka3aHo, YmMo Ha CUHXPOHU3aUUI0 HaUMeHbUIee 8JIUsIHUE UMeem fepeMeHHasi 8peMEeHHO20 rapamMeinpa 80CCMaHo8 /1eHUsI MeM6paHHO20 fomeHyuana.

Knroyesnle criosa: koaghgpuyuenm cuHxpoHu3sayuu, Modenb Mxxukesuda, KopmukanbHasi Heltpocemsb, HUCXOOSiuWUU UHGHOPMayUOHHbIU MOMOK.
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COMBUSTION REACTOR SIMULATION USING CELLULAR AUTOMATONS

Evolution process in a system of burning fuel in a limited reactor with high-level substance mixing is analyzed. Demonstrated that
the system tends toward decreasing total combustion front length and suppressing smaller dissipative structures by bigger ones. It is
shown that little temperature noise affects those structures similar to high diffusion. Also the relation between coefficients used in
theoretical model and stationary cluster formation is derived.

Key words: burning process, feedback, equilibrium state, dissipative structures, cellular automatons.

Introduction. Ordinary models describing the burning
process of a combustion agent use dynamic coordinate-
dependent fuel distribution. Such systems are developed
for solid or fluid fuels [1, 2] and assume using the inhibitor
method to achieve correct results [6].

Another option determining our current interest consists
in systems with high-level substance mixing where strong
feedback based on general fuel concentration is present.

The examples are high-movable gas jet burning and
glow discharge between two flat electrodes. Points of
interest in such system are conditions for occurrences of
one or another state and their time and parameters
variation stability.

In this paper we demonstrate typical solutions obtained
by rarely used cellular automatons method [4] and explain
why such method was chosen to solve the theoretical

© Kolomoets D., 2013
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model proposed in [6] for such a system. We show 0 = W-nsS
relations between coefficients used in that model and Fuel: n _ W/sS )

burning cluster formation parameters using simple
approximation for stationary solution. According to obtained
for 2D system results we can consider natural behavior of
flame areas in reactor, which we discuss in the last section.

Theoretical model. Our model for high mixing system
includes a certain reactor area with cold walls and instant
fuel diffusion in that area. To support permanent general
feedback a stream of fuel must come in that system from
some direction, equivalent for any area point. Therefore,
current model was chosen as 2D model, but it can be
optionally extended.

The evolution of the system is ruled by the set of partial
differential-algebraic equations, phenomenologically
obtained in [6] :

oT 1ot= nq(T)—y(T -T,)+xV?T

onjot= w-nfo(T(F))ar ™

where main variables are temperature of local point
T=T(xy.t) and fuel concentration n=n(t).

The approximate reaction activity functions (heat
liberation and fuel consumption) q(T)=Q(T)=6(T-T,)
are interpolated by Heaviside's theta; normalized constant
temperature 0 < T <1 refers to reactor walls and T, >T, —

to the threshold temperature of ignition; the constants 7v,%
and W are irradiation, diffusion and fuel income
coefficients, respectively.

Terms nq(T) and —y(T-T,) determine the heat

income by burning fuel and environmental losses in unit
time. The integral term represents general feedback in this
system by means of fuel concentration, and VT term is
charged with heat conductivity.

Method of solution. To analyze this system we cannot
use nor analytic Fredholm methods [7] nor Laplace
transform [5]. Moreover, even the numerical method of
grids is inefficient in case of unequal number of arguments
for all functions. The technique of lines for solving partial
differential equations (PDEs) might be better [3], but it is
too crocky for dense grids. So, to encapsulate each
separate line in that technique it was settled to use cellular
automatons [4]. Besides that, such representation allows
us to use discreet unit-step instead of exponential fuzzy-
step functions, which have to be the substitution for
Heaviside's theta to achieve the integration convergence of
the system. Such approach simplifies the evaluation
process and increases its precision.

Stationary solution. Our goal is to obtain estimate
parameters for 1D model and use them in following 2D
simulations. The main problem in stationary version of
initial system (1) is how to get rid of integral multiplier and
Laplace operator.

Let us suppose a system state with mostly constant
burning area. This condition is valid for a static or slow
dynamic equilibrium. On the basis of used Heaviside's theta
functions we can assume the constant temperature and zero

laplacian across reactor's cold T, and burning T. zones
except a sufficiently narrow band AL along burning fronts

0 = 0

Cold: { , @
T, = const

Burn: 0 = n_y(TF_TO). (3)
nly = T--T,

In such a case, area ratio 8S=3S,,, /S, provides the

value of integral in (1). Using (3) one can write down
expression for fuel concentration

Wiy = 8S(T.-T,)
The last two zones with temperature T, <T, <T_, and

T.>T,>T, correspond to narrow band AL between cold

(2) and burn (3) areas. It's the only place where diffusion in
our model exists

Lower: { 0
x!ly

Upper: { 0
xly

_7(7—1 _To)+XV2T1
(T,-T,)/ V7T,
n—y(Tz—TO)+XV2T2
= (T,-T,)IVT,-nly’

where T,,T, are some arbitrary points of this front.

: (%)

(6)

TF Tz
[}
J= Tc f
1N |
// | \ |
7/ | “‘ !
AT(x) e IAL" i
- = |' : ’L" —————
[ v 7
[ vl
| Ly
[ ~1
{
T4
T(x) ]
To
X 0

Fig. 1. Fuzzy step function representing
the approximate flame front with appropriate sectors,
where T(x) and its second derivative reproduce each other
and central sector where not

From (5, 6) one can see how front and diffusion curves
constantly follow each other to maintain constant value. It
allows us to approximate the combustion front by
exponential fuzzy threshold function

1

Fo(x) = ————., (7)
1+ exp(—sx)

T(x)=(T- =T,)FO(x)+T,, (8)

VT (x) = -8*(T,-T,)(...). 9)

On Fig. 1 the plotted curve pieces out of dashed
vertical lines are well concerted. Of course, in the central
part of the diffusion curve between those lines our fuzzy
theta approximation is not appropriate. But we can
consider there some monotonous function and
phenomenologically adjust results by perforce.

We can obtain constrain on from derived dependence

T/V?T =const in (5, 6) indifferently. Let us distribute
T(x) to Taylor series and choose terms that keeps

constant ratio. Such correction is permitted on the score of
the above-mentioned contradiction

1 sx s§°%°

T(x)-T, :(§+7_ 48 +m)=const (10)
V2T (x) s%,(x) '
- S gy, (11)
%, (x)

where f,(x) include the rest laplacian terms in (9), and

f-(x) is some phenomenological compensating function.

Taking into account the similar normalized dependence
for other parameters, next we can equate terms with each
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other y/y=1/s . Let us try to find the front width AL =2d
as band where laplacian effective influence is £ =90% :

[0, Fo(x)dx = ¢[” 8,,Fo(x)dx, (12)
tanh? (ds/2) =¢, (13)
(2/d)arctanh(;/¢) = s, (14)

hence y/y=A/7.27. It is convenient for us to substitute
the equilibrium fuel concentration with n; =1 and replace
T.—T, withAT,:

w = 58S
y = 1/AT. . (15)
v = AL2/(T.2TAT.)

Assuming given values, for instance T,=0.2,AT. =1

AL =20,6S=0.4, we can obtain typical parameters for
further simulation.

Cellular automatons system conversion. Cellular
automatons (CAs) are n-dimensional elements of space
with determined rules of state changing for each discreet
iteration of the evolution process [4]. On purpose of tensor
representation and storage of CAs, the square space
quantization will be used instead of more isotropic
hexagonal quantization. The CAs consistent with the
reactor walls have to be in constant state and therefore
processed separately.

The general fuel concentration could be described by a
separate unit CA. But in general case one have to use two
interacting CA structures for representation the system with
distributed fuel concentration dependent on location.

Classical discreet states of CAs will be replaced by
continuums of temperature and concentration. Thus, state
changing rules could be described in terms of absolute
value increments.

In terms of discreet time and space, the evolution
process with units df and h has such iterative rules for

separate CA at {x,y} :

{TM, — T, +(AT + V2T +8T)dt

: (16)
Negg = Nt (W - ntN(T>TC) / Nz ) at

where N; corresponds to the total amount of CAs and 8T

is some temperature fluctuation, which has some
applications for simulation experiments. The temperature
distribution is scalar field with isotropic diffusion, so using
finite differences form of the second derivative

T (xot) = T(x, +h,t)—2T()2(,t)—T(x0 —h,t)

h

we can simplify laplacian in (16) to term of 9-neighbor
totalistic CA

. (17)

-1,0,1

VZTW - ( ,Z,: Teriysi —9Txyy)/h2. (18)

Apparently, it seems as crude approximation. But the
single difference consists in a little front position deviation
from analogous front in a continuous space. Considering
h =1 and exposing AT let see what we get

Toa = T+ (nO(T, =T)=y(T, =T5)+8T +

-1,0,1
+X( Z Tx+i,y+j _ng,y )) dt . (19)
)

NZ
Prg = M +W =3 0T -T,)dt
NZ k=1
The smaller time step the more accurate solution we
obtain. Case of sufficiently small step is complete analog to
numerical method of lines applied to PDEs. The opposite
case reveals unstable behavior with possibility of system

transformation into a pacemaker (emergent regimes can be
interesting per se, but not in this case). So, there is a sense
in usage of the variable time step for more precise
evaluation in quick phases or more draft in slow phases.

Simulation results and discussion. Effect of the
moving front shows itself only in highly diffusive systems in
way of Fig. 2.

Txy) o N0 1

c d
Fig. 2. The evolution process (a-d) trending towards reducing
the active front length and smoothing separate details
in highly diffusive systems. AT =0.4,AL =20,6S =0.6

When flame temperature became sufficiently high, the
burning front spreads across reactor's area. However,

spreading reduces to temperature drop and for T, <T.,,

the opposite process advances, until irradiation would be
balanced by diffusion.

To avoid the influence of described 'front optimization'
processes and to see only feedback's effects the diffusion
have to be small (see Fig. 3).

Fig. 3. Suppressing more sensitive to feedback
changes smaller burning centers by bigger centers brought

on purpose in stationary state (a). AT =0.8,AL=4,8S=0.5
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If we bring into system a big local flame center like
Fig.3(b), we can see how smaller centers gradually
disappear. Such 'energy transfer' effect is consequence of
the instant fuel concentration drop after intentional flame
initiation. This 'inertness' make smaller clusters be more
liable to any changes in system.

Basic process tendencies reveal itself in the presence
of little noise at Fig. 4.

Fig. 4. Little noise affecting the stationary state (a)
of low-diffusion systems similarly to Fig. 2

and Fig. 3 altogether. AT =0.5,AL =3,6S=0.4

Energy redistribution in such a case inclines to
reduction of smaller and growth of bigger clusters, which
are steadier to fluctuations, like it was shown in Fig. 3.
Moreover, in case of insignificant diffusion noise simulates
processes similar to Fig. 2 and results in the front shape
optimization, which is not implemented otherwise.

Temperature's fluctuations on the brink of combustion

when T, -T; <« T; and fuel's concentration n>n_ lead to

massive explosion starting from the active center like in Fig. 5.
Because of the fast confluence, this center arises and
draws up piece of general resources through feedback.
Therefore, small clusters are fired much later or can't even be
fired at all. After explosion, clusters become crumbled up and
almost evenly distributed. Long iteration period later, they
must unite like in Fig. 4, but in the beginning such behavior is
unobservable because of almost equal cluster sizes.
Conclusion. We have analyzed the evolution process
of burning in the systems with high-level substance mixing
using the cellular automatons method. Discovered behavior
is in agreement with the real nature processes and tends to
the equilibrium minimal-energy states in spite of kind of
system. Such principle takes the form of rounding the
burning area boundaries and the dominant stability of the

. Konomoeusb, cTyA., kad. HaHO}I3MKM Ta HAHOENEKTPOHIKH,
papiodiznuHun cakynbteTt, KHY imeHi Tapaca LLleB4eHka, KuiB

bigger formations. And it makes no difference between
high-diffusion and noisy systems in general tendencies.

e . - f

Fig. 5. Consecutive stages of the explosion under little noise
influence starting from high fuel concentration (a) till

stationary (f). AT =0.05,AL = 3,35 =0.5,n =10n,

The applied cellular automatons approach is very
scalable and flexible, so CAs could be used for analyzing
very wide range of systems. It could be loose and
imprecise in questions of front microstates but makes it
possible to observe general tendencies on the fly.
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MOLENIOBAHHA NOPIHHA B PEAKTOPI 3A OMOMOIOI0 KNITUHHUX ABTOMATIB

lMpoaHanizoeaHo e8osIIOUir0 320PSIHHS Nasiuea 8 06MEeKEHOMY peakmopi A5 cucmemu 3 CUNIbHUM NnepemiulyeaHHsIM pe4osuHU. [TpodeMoHcmposaHo
meHOeHUjo cucmemMu 3MeHWyeamu 3a2anibHy O08XUHy ¢hpoHMy 20piHHS ma nodaensimu MeHwi ducunamueHi cmpykmypu 6inbwumu. lMokazaHo, wo
mani mensnosi wymu e cucmemi dirtomb Ha Ui cmpykmypu nodi6Ho Ao nideuweHoi dugbysii. Takox eueedeHO 38’s130K MiX KoegbiyieHmamu, uKopucmaHuMu

Y meopemuyHiii Modesti, ma cmauioHapHUMU K1aCMepHUMU YMEOPeHHSIMU.

Knroyosi criosa: npouec 2opiHHs1, 360pomHitl 36’30k, pieHo8a)KHUl cmaH, ducunamusHi cmpyKkmypu, KITimuHHi asmomamu.
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MOLAENNPOBAHUE FOPEHUA B PEAKTOPE C MOMOLLIO KITETOYHLIX ABTOMATOB

lMpoaxanu3upoeaHo 360JIIOUUI0 C20paHuUsi MorJiuea 6 O2paHU4YeHHOM peakmope Osisi cucmeMbl C CUNbHLIM repeMewusaHueM eeujecmea.
lMpodemMoHCMpupPo8aHO MEHOEHYUIO cucmeMbl YMeHbWamb o6wyro OnuHy ¢hpoHmMa 20peHusi U nodassisimb MeHbWwue OuccunamueHbie CmMpyKmypbl
6onbwumu. lMokazaHo, YmMoO Masble mernioeble WyMbl 8 cucmeme eo3delicmeyrom Ha amu cmpyKmypbl N0G06HO noebiweHHol Oughgpysuu. Tak xe
8blgedeHa cesizb Mex Ay KoaghghuyueHmamu, Ucnosib308aHHbIMU 8 meopemuyeckoli MOGesu U cmayuoHapHbIMU K1lacmepHbIMU 06pa3oeaHUsiMU.
Kmrouesble crioea: npoyecc 2opeHusi, o6pamHasi cesi3b, pa@HO8eCHOe COCMOsiHUe, QuccunamueHbie CMPYKmMypbl,
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CLUSTERING OF CONCEPTS BY MEANS OF THE INTERNET

The approach to text information analysis using data from the Internet by example of clustering of concepts is considered in this
paper. The problem of clustering of concepts is reduced to the problem of partition a graph into subgraphs in the case of not known in
advance quantity of subgraphs. The algorithm of graph partitioning by the target function optimization is proposed, as well as the form
of the target function for concepts clustering. The results are verified by experimental data.

Keywords: clustering, text analysis, graph partitioning, optimization.

Introduction. Possibility of automated text analysis is
demanded by variety of problems. But a text is, as a rule,
weakly formalized and its content can be defined only
through the context, because the meaning of a specific
word may differ depending on its interrelation with
surrounding words. This fact causes impossibility of usage
for creation such a text analysis system of the approach
that is typical for compilers and interpreters of
programming languages and requires existence of
database which would integrate the concepts, words
designating these concepts, and their interrelations. Such a
database can be developed by transfer knowledge from a
person or persons to some system that would save this
knowledge in a suitable form. Difficulty and laboriousness
of direct performing such a task is obvious.

Nevertheless human race has accumulated
tremendous volume of mentioned above knowledge in the
form of text. This form of data saving is comfortable and
habitual for people but it cannot be used as automated
knowledge base. That is why is seems natural to try to
analyze existing texts and to build a database on their
basis — this idea enables to take advantage of the work
already made instead of doing it from the very beginning.

So the goal of the research is verification of proposed
approach for building database on the example of semantic
clustering of the concepts.

Generally, a text written by a person and appointed for
understanding by other people contains concepts related in
meaning. Respectively, a measure of cohesion for the pair
of concepts can be obtained by means of analysis of
frequency of appearance of the word pair in a text. In its
simplest case, this approach cannot enable the
construction of the knowledge base in a form offered in
semantic web [1], when pair of concepts is connected by
the third concept, but it gives the possibility to group the
words to the clusters by themes.

At the moment the Internet contains huge amount of
information. This fact, as well as simple access to this
information, allows its using as the source of existing texts.
A web page identified by URI is assumed as a text unit.
With these assumptions, the task of separation the words
into semantic clusters is reduced to the analysis of
frequencies of appearance of the word pairs at the same
URI and then to the association of the words into groups
according to their meanings.

Thus, the problem is formulated in terms of concepts
(represented by appropriate words) and measure of
cohesion between these concepts. It makes possible to
consider the set of input data as a weighted graph and
reformulate the problem to the problem of optimal partition

of the graph into subgraphs by criterion of "semantic
cohesion". This problem is of NP-complete problems type,
so precise methods, e.g. brute-force search, have no use
because of their computational complexity.

Practically applicable algorithms of partitioning the
graph, as a rule, allow finding not a global optimum for the
task but some optimal result satisfactory for practice or, in
more difficult cases, some optimum that can be obtained in
limited time. In this way, precision and accuracy of
algorithm is superseded by speed at the expense of the
fact that direction of further search of optimum is defined in
every local point. In result, the algorithm cannot assure
finding of a global optimum and more, the result depends
on a choice of the initial point.

Development and discussion.

Quality criteria of graph partitioning. Semantic
cohesion and respectively optimal partitioning for semantic
cohesion are not the determined concepts and cannot be
strictly defined because of subjectivity of concept of
meaning of a word per se. But solving the problem
demands to determine some, though subjective, quality
measure of optimal graph partition.

Some requirements for graph partitioning may affect
properties of this subjective quality measure. These
requirements can be formulated as follows:

= Graph vertices inside a cluster must be bound more
strongly than vertices from different clusters.

= Clusters have not obligatory equal sizes, the more so
the themes corresponding to clusters can contain
different quantities of concepts.

= Quantity of clusters is not known in advance.

Nevertheless, there is need in some reasonable
expectations about quantity of clusters. The matter is that all
the concepts are connected somehow or other and,
therefore, all of them have to be united in the only cluster.
On the other hand, every concept differs from others and,
therefore, has to be contained in individual cluster. These
are extreme two cases of the choice of threshold value of
cohesion at which concepts are united in a cluster.
Obviously, the value of threshold cohesion affects quantity of
clusters, i.e., scale at which all the system is considered. It is
clear as well that a single objective function, suitable for all
possible cases, cannot exist and that the objective function
has to depend on the parameter which determine where is
the boundary between different themes (and corresponding
clusters). Evidently, this parameter has to be chosen on the
basis on the characteristics of specific problem.

Some arbitrary threshold value of cohesion measure
can be used in certain situations. But such an approach
has an obvious disadvantage: the value is not absolute

© Kotenko A., Bilonenko V., Gryaznova V., Boyko Yu,, Filatov E., 2013
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and can be determined in different ways, not to mention
that the unit of measurement of this threshold value
cannot be clear defined.

Another approach is to use as a threshold parameter
one of interdependent values, namely, the quantity of
clusters and average size of a cluster. Both of the values
are intuitive, are measured absolutely and defined
uniquely. Of these two, usage of the quantity of clusters is
more convenient, as this value does not depend on the
quantity of graph vertices.

Existing methods of graph partitioning. Actually,
there exist different methods of graph partitioning, the best
known are Kernighan-Lin algorithm, multilevel algorithms
and spectrum algorithms.

= Kernighan-Lin algorithm [2] is used for partitioning a
graph into two subgraphs of the same size. The main
feature of this algorithm is minimization of sum of the
weights of "disrupted" edges between the subgraphs.

Fiduccia-Mattheyses algorithm is an improved version

of Kernighan-Lin algorithm in case of hypergraphs.

= Multilevel algorithms are based on the idea of the
graph simplification, allocation features of the largest
possible size and finding solution at this level with
further detailed specification of it. This idea allow
speed-up versus brute-force search at the expense of
inaccuracy caused by neglecting the details. One of

examples of such algorithms is METIS [3].

= Spectrum algorithms are based on analysis of quantity
of edges with certain weight and divide all the edges
into two groups: the inner edges of the cluster and the
edges connecting vertices that belong to different
clusters. In fact, these algorithms are very similar to
graph partitioning using histograms.

Nevertheless, any of the above-mentioned algorithms
cannot be used for solving the task. The main reason is
that all these algorithms demand to determine in advance
the quantity of future subgraphs. For some of the
algorithms the quantity of resulting parts have to be set
immediately, other allow to determine it in a few iterations
by serial bisection. Realization of the last schemes also
leads to that the sizes of resulting clusters are the same or,
even if they are not the same, they cannot depend on
cohesion of vertices inside the clusters.

Thus, the existing algorithms are insufficiently flexible
for partitioning a graph into not equal or somehow
preliminary restricted parts, but in some more or less
natural way. It leads to necessity to propound another
algorithm for the problem of semantic graph partitioning.

Description of the algorithm. The algorithm, as well
as other existing algorithms of graph partitioning, is not
precise. In the framework of propound approach, the
problem is defined as optimization problem with some
target function which is the quality measure of partitioning
of graph into subgraphs. The algorithm is sequential and
action that is made at each step of it is chosen as an
operation that maximally changes the target function
towards its optimum value. The algorithm is stopped when
there is no operations that tends the target function
towards the optimum. So, it is obvious that during
evaluation the algorithm the local optimum matters and the
system as a whole not necessarily reaches the global
optimum, but the result depends on the choice of initial
state of the system.

As a trivial example of the initial state of a system can
be used the state when each vertex is considered as a self-
sustained cluster.

The algorithm as a whole consists of the following parts:

= moving the vertices between the clusters. This action
can be possibly applied to all the vertices in graph, if it
leads to optimizing the target function;

= merging the clusters. This step is useful in case when
relocation of a single vertex does not tend the target
function towards the optimum, but relocation of a set of
vertices do it;

= deleting the zero-sized clusters that appeared because
of different relocations.

This algorithm can be generalized for applying in the
case when the whole data is not known immediately, but
appears gradually. Then graph partitioning is made in the
above-described manner with initial state of data, and
after appearing a new portion of data the clusterization is
repeated in the same way with the new data included in
the system.

Such gradual partitioning allows considering changes in
data in less time than solving the problem from the very
beginning for each portion of new data. This variation of
algorithm has certain inertia and is also useful in a situation
when sharp change in way of partitioning the whole graph
into clusters, which can be caused by re-partitioning the
graph from the very beginning at each addition of new
portion of data, is unacceptable.

Target function. As it was mentioned above, the
quality of partitioning is a subjective value, which cannot be
strictly defined. Because of this fact, the choice of target
function was made on the base of quality, not necessarily
precise and unconditional, considerations. As a target

function in this paper we use the following function:

e Si Si Ne

N
F==-0f 333 A +Y ST+SFN,, M
1 i=1

i=1 j=1k=
where N_is a quantity of clusters, S, is a quantity of

vertices in the i-th cluster, A is the adjacency matrix of the
graph, Qf and Sf — some parameters, described below.

We also use minimum of the function F as an optimal value
of the target function, and measure of cohesion between
the vertices connected by an edge as the weight of this
edge. Due to the statement of the problem the weights of
the edges should be nonnegative.

Nonnegative parameters Qf and Sf are necessary for

adjusting the contribution of every of the three terms of
target function (1). The third possible parameter is
excessive because of existing possibility of normalization
the function, as all that matters for the problem solution is
the fact that the target function reached its minimum, and
the specific value of this minimum is inessential.

Ne S S

The term > > > A, is the sum of weights of inner
i=1 j=1k=1

edges of a cluster. It corresponds to the requirement for
internal connections between vertices of the cluster to be
stronger than external connections. This term is proportional
to the measure of cohesion between vertices inside the
cluster. The sense of this term and minus sign before it is
what determines that optimum of the target function (1) is its

minimum value. Hence, the parameter Qf determines the

importance of cohesion of vertices inside a cluster with
respect to other terms of the target function.

But all the foregoing does not allow accounting the
second part of the requirements, namely, the weak
coupling between clusters. And obviously, in the case of
existence of only the first term in the target function the
optimal value is reached as long as the entire graph is the
only cluster. Another disadvantage of hypothetical target
function in the form of only the first term is that dependence
of this term on the size of clusters is quadratic, as the
quantity of possible edges, excluding loops, in case of
undirected graph is %-S.-(S,—1)), and it also results in

I
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achieving the optimal value of this hypothetical target
function in case of the only cluster.

NC
The term >'S? is introduced to eliminate above-
i=1

NC
mentioned issues. So, the term > S? is the total quantity
i=1
of possible edges in all the clusters (up to a factor and
considering loops). This term counteracts to quadratic
increase of the first term, representing total cohesion, as
negated to it.

The third term in (1) is introduced for regulation of an
average size of a cluster, and parameter Sf represents
the ideal desirable size of a cluster (detailed explanation
can be found below).

For investigation of characteristics of the target function
let assume that Qf =0 . Then the target function takes the

form
NC
F=ZS,.2+Sf-NC. (2)
i=1

As in specified case the role of cohesion between
vertices in the clusters is neglected, it is possible to
consider the case of equal size of all the clusters without

loss of generality. If S designates the size of a cluster in
this case, then quantity of clusters of the entire system will

be N, = % where N is the total quantity of graph vertices.

Then the target function can be transformed to the form

2
F=Nc-[N] +Sf-N, , (3)
NC
and it reach its minimum value at
N
N, =— 4
N 4)

(discreteness is neglected here). At non-zero value of
parameter Qf the real quantity of clusters can differ from

(2), because increase of the level of cohesion inside
clusters can require increase or decrease quantity of
clusters. Thus, it can be said that parameter Sf
determines recommended size of a cluster, but rigidity of
this recommendation is regulated by correlation of
parameters Sf and Qf .

Thereby, existence of all the three terms in (1), as well
as parameters Sf and Qf give desired flexibility to
proposed algorithm in contrast to mentioned known
algorithms. This flexibility allows us to apply algorithm
described in this paper for so poorly formalized problem as
construction of connections between words.

Usage of the target function in the form (1) is
impractical. The reason of it is the fact, that in this form the
target function depends not only on the injected
parameters but also on the size of the system under
consideration, and this dependence results in instability of

KoteHko A.C., acn., BinoHeHko B.HO., iHX.,
FpsasHoBa B.O., kaHA. di3-maT. Hayk, Bowko 10. B., kaHA. di3-marT. Hayk.,
®dinaTtoB €.M. ctya., KHY imeHi Tapaca LLleBuyeHka, Kuis

ratio of terms contribution in the ending value of the target
function. Evidently, it leads to inconvenience at choosing
parameters values.

For stabilizing the ratio of terms contribution regardless
of size of the system it is appropriate to multiply parameter

Qf to the minimum value F,_, =2.N-/Sf of the target

function (3) in case of Qf =0 .
Thus, finally the target function takes the following form:

Nc Si Si Nc
F=-Qf 2-N-JSf- 33> A, +> S?+Sf-N,.  (5)
i=1 j=1 k=1 i=1

Implementation and usage. For experimental
approbation of foregoing considerations there was created
the program in C++ language. The program is serial but it
can be simply parallelized. For the system containing
approximately 17000 words (i.e., N~=17000) the
performance of the algorithm on a single core processor
Intel Xeon E5620 is about 20 minutes, memory
consumption is about 1,2 GB. The choice of C++ was
caused by significant resource consumption of the
problem. It results in good performance of the program
relative to other higher-level programming languages but
required more time for the program development.
Nevertheless, due to good performance the time required
to conduct experiments for the selection of the target
function and its parameters was reduced.

As it was mentioned in the introduction, the Internet
was used as a source of texts. But loading all the existing
pages from the Internet and construction on its base the
adjacency matrix for all the words is too difficult both from a
technical point of view and in terms of the resources. That
is why services of existing search providers [4] were used
as a filter for limiting the huge volume of information.

Conclusions.

= Algorithm of partitioning a graph into subgraphs can be
realized through optimization of some target function.

= The proposed target function allows taking into
account reasonable factors of constructing the clusters
of related concepts.

= The proposed algorithm of partitioning a graph into
subgraphs allows to solve the problem of finding the
clusters of related concepts in an acceptable period of time.

= Texts available on the Internet can be used for
grouping semantically connected concepts.
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KNACTEPU3ALIA NOHATb 3 BUKOPUCTAHHAM MEPEXI IH-TEPHET

Y po6omi po3ansiHymo nidxio do aHanizy mexkcmoeoi iHghopmauii 3 sukopucmaHHsIM 0aHuX i3 Mepexi IHmepHem Ha npuknadi knacmepu3auyii TOHIMBb.
3adayy knacmepizayii noHsimb 38edeHo Ao 3adayi po36umms 2pagha Ha nidzpagpu 3 HeeU3HaYeHO Haneped Kinbkicmio nidzpadpie. 3anpornoHoeaHo
anzopumm po36ummsi epagha Ha nidepadhu wiIsIXoM onmumisauii yinboeoi pyHkKuii. 3anpornoHosaHo euassiod yinboeoi hyHKuiT Ansi onucy knacmepisayii

noHsimb. Pe3ynbmamu nepeeipeHi Ha ekcriepuMeHmasnbHuUx 0aHux

Knroyoei crnoea: knacmepu3sayisi, aHaniz mexkcmy, po36ummsi 2pagha Ha nidzpadghu, onmumisayisi
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KNACTEPU3ALIUSA NOHATUA C UCNOJNIb3OBAHUEM CETU UHTEPHET

B pabome paccmompeH nodxo0d K aHanu3y mekKcmoeol UHghopMayuu ¢ Ucnosib3o8aHueM OaHHbIX U3 cemu IHmMepHem Ha npumepe Kracmepu3sayuu
noHsimut. 3adaya Krlacmepu3ayuu noHsmMull npueedeHa K 3adaye pa3bueHus 2pagha ¢ usHa4asibHO HeU38eCMHbIM Kosluyecmeom rnodzpaghos. lpednoxeH
anzopumm pa36bueHue 2pagha Ha nodzpaghbl Nymém onmumu3sayuu yenesol gpyHkyuu. lMpednoxeH eud yesnesoli pyHKyuu Onsi onucaHusl Kriacmepusayuu

noHsimutl. Pe3ynbmamai poeepeHb! Ha 3KCNepuUMeHmManbHbIX OaHHbIX.
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OUT-OF-PLANE ANGULAR DEPENDENCE
OF FERROMAGNETIC RESONANCE OF PERMALLOY THIN FILMS

Out-of-plane ferromagnetic resonance (FMR) spectra of Permalloy films 25, 50, 75 and 100 nm thick were measured. The angular
dependence of FMR was analyzed using Landau—-Lifshitz—Gilbert (LLG) equation. With increasing film thickness, the contribution to

linewidth of two magnon scattering increases.

Key words: ferromagnetic resonance, Permalloy, thin film, linewidth.

Introduction. Improving the technology of thin
magnetic films allows their use in spintronic devices and
microwave technology. Therefore there is an interest in
their studies. As a powerful technique, ferromagnetic
resonance (FMR) has been employed to study magnetic
anisotropy, interlayer coupling, magnetic relaxation, film
quality, and so on [1, 2]. Three mechanisms have been
considered to contribute to the linewidth [3—4, 7-9]. As the
first contribution, intrinsic Gilbert damping, resulting from a
combination of the exchange interaction and the spin—orbit
coupling, exists in all magnetic materials. The second
contribution to the FMR linewidth arises from the
broadening induced by magnetic inhomogeneity, such as
the spread of the magnitude of the magnetization or the
internal static magnetic field, and the orientation of the
crystallographic axes or magnetic anisotropy axes. This
part strongly depends on the preparation condition and
thus the film quality [5]. As the third contribution to the
linewidth, the so-called extrinsic magnetic relaxation has
been argued to originate from the coupling between the
uniform resonance modes and degenerating spin waves
through structural inhomogeneity. This phenomenon is
called two-magnon scattering process [6]. Since the
contributions of the intrinsic damping effect and the
extrinsic magnetization relaxation, and the inhomogeneity
originate from different mechanisms, they have different
out-of-plane  angular and microwave frequency
dependence. Therefore, they should be able to be
analyzed and discerned from the measured FMR linewidth.

Experimental results and discussion. The samples
were prepared by Electron Beam Evaporation (EBE) and
have 100, 75, 50 and 25 nm of thickness. FMR
measurements were carried out at room temperature using
a Bruker E580 EPR spectrometer, with a fixed microwave
frequency of 9.45 GHz. The goniometer was used to vary
the angle. Thus the angular dependence of the resonance
field and the linewidth were obtained.

Figure 1 shows the sample oriented relative to some
right-handed X-Y-Z frame such that the sample normal is
parallel to the Z axis. External magnetic field Hex and

magnetization Ms lies in ZY plane. 6,, is the angle between
Hext and the sample normal Z, 6, is an angle between Ms

and Z. The angle 0,, changes in range of 0° — 90°.

The angular dependence of FMR spectra can be
obtained by using the LLG equation[1]:

M wixA+S i M
ot yM2 T ot

Here Ms is saturation magnetization, y=gu,/h and

(1

G are the gyromagnetic ratio and the Gilbert damping
coefficient, respectively. Using this equation, the resonance
conditions can be written follow:

@ JHH, )

Y
H,=H,, cos(6, —6,)—4nM,, cos(26,), 3)
H, = H,, cos(0,, —0,)—4nM., cos*(0,) , (4)
where H, is the resonance magnetic field,

4nM,, =4nM,-H, and H, are the effective

demagnetizing field and anisotropy field.

Z H ext

A

X

Fig. 1. Disk, field, and static magnetization geometry
for the static equilibrium and FMR analysis

The condition for static equilibrium is found if the net
torque on Mg is set equal to zero. The net torque is a

result of the external field, the demagnetization field, and
the anisotropy which acts to pull the magnetization into an
easy direction. This condition yields an expression which
relates the field and magnetization angles 6 and 6:

2H_ sin(6, —0,,) = 4nM_, sin(26,) (5)
Values of the effective magnetization 47M s can be

determined from (2) attached to normal film orientation.
© Laguta O., Kobljanskyi Yu., 2013
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Figure 2 shows the out-of-plane angular dependence
for the film of 50 nm thick.

14 |

0 20 40 60 80 100

Fig. 2. Angular dependence of resonance field, d=50 nm
(Points — measured, line - fitted)

This dependence has the distinct maximum for 6,, =0° .

H,. decreases monotonically with increasing 0,, due to the

large demagnetizing. It is apparent that the fitted results, using
eq. (2)—5), are in good agreement with the experimental
ones. This means that the LLG equation can be used to
describe the FMR results in the present samples.

The thickness dependence of effective magnetization is
shown on Figure 3. It shows that 4nM,_, increases with

increasing film thickness. Roughly speaking, effective
magnetization is an approximately linear function of 1/d . It
is also apparent that the saturation magnetization do not
change with the film thickness.

T T T T T T T

20 40 60 80 100
d, nm

1

Fig. 3. Thickness dependence of effective magnetization
(Points are measured, line serves as a guide to the eye)

The influence of orientation on linewidth was
investigated too (Figure 4). This dependence has a strong

peak 0, ~10°. Theoretical description of FMR linewidth
can be carried out using Gilbert damping coefficient:

G = ayM, (6)
where a is dimensionless damping coefficient.

In this case, FMR linewidth is described by next
equation[3]:

1 d(% ) 7
AH,,, = Nl a(H, +H,) . ()

The coefficient 1/+/3 is the correction for the difference
between the full width at half maximum (FWHM) and the
peak-to-peak linewidth for the Lorentzian line shape. Figure
4 shows, that the angular dependence of linewidth can be
fitted by Eq. (7). This equation qualitatively explains the
angular dependence of linewidth.

Fiting parameters for 50 nm thick film are:
o =0.003,9 =2.075. The parameter a was chosen so,

AH,, =AH,, for normal film orientation. There is a

difference between AH,  and Gilbert linewidth (AH,, ) for

films 50, 75 and 100 nm thick at normal film orientation. This
effect can be explained by two magnon scattering process.

200 =
]
=

1504 -
8. 1001 o -
3 -

50 ™
L] - - .
0 20 40 60 80 100

Fig.4 Angular dependence of FMR linewidth,
line is calculations, points — experimental data. d= 50 nm

There is the shift of the band for two magnon scattering
as the external field orientation is rotated from
perpendicular to parallel. In the perpendicular
configuration, the bottom of the spin wave band at k=0 is
coincident with the FMR frequency and there are no
nonzero k spin wave states at this frequency. In the parallel
configuration, the band has dropped down so that the top
of the spin wave band at k =0 is coincident with the FMR
frequency. There is now an extended range of spin wave
states degenerate with the FMR frequency. These states

range from spin waves at k=0 for 6, =90° to rather

large k values at 6, =0°. That's why, the two magnon
scattering process makes biggest contribution to linewidth
at parallel configuration and AH, differs from AH,

intr*
However, this different depends on film thickness.
Calculations show that spin wave dispersion greatly
depends on film thickness. Figure 5 shows that there is a
small number of degenerate states and two magnon

scattering process makes a small contribution to AH, . This

situation arises in 25 nm thick film, where Apr ~AH_, for

intr
parallel configuration. But with increasing of film thickness,
the spin wave dispersion changing the way that regions of

degenerate states create. So AH,, increases.

254
25 nm ——p.7 .
7
201 o
50 nm
-
O 45
g Ry 100 nm
g 10 -
LC
5 - . .
0 50 100 150 200

k, 10* rad/cm

Fig. 5. Influence of film thickness on lowest spin
wave dispersion branch
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Conclusions. The influence of sample orientation on
FMR spectra, namely value of resonance magnetic field
and FMR linewidth, was investigated. It was shown that

the magnitude of 4nM,, depends on film thickness.

Angular dependence of FMR linewidth has a strong peak
and can be qualitatively explained by intrinsic Gilbert
damping. The contribution of two magnon process to
linewidth was shown too.
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KYTOBA 3AJNIEXHICTb ®EPOMATIHITHOIO PESOHAHCY B TOHKUX IMJIIBKAX NMEPMAIJIOIO

IMpoeedeHo eumiproeaHHs1 ¢hepomMazHimHo20 pe3oHaHcy (PMP) e wupokoMy diana3oHi Kymie @ MOHKUX rliekax nepmMasoro moewyuHoro 25, 50, 75 ma
100 HM. Kymosa 3anexHicmb ®MP 6yna npoaHanizoeaHa 3a dornomozoro pieHsiHHSA JlaHOay-Jlipwuysi-Fins6epma. I3 36inbweHHAM MOBWUHU NnieKu,
8Hecok 080Ma2HOHHO20 PO3CisIHHS y Hani8WUPUHY JiHiT MakoX 36inbuyemscsi.

Knroyoei croea: ghepomacHimHuli pe3oHaHc, nepmasioli, MOHKi nnieku, HaniewupuHa NiHil.
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YrnoBAA 3ABUCUMOCTb ®PEPPOMAITHUTHOIO PESOHAHCA B TOHKUX NMNEHKAX MEPMAIIOA

lMpoeedeHo usmepeHue gheppomazcHUMHO20 pe3oHaHca (PMP) e wupokoM Ouana3oHe y27108 8 MOHKUX M/1eHKax nepmasioss monujuHol 25, 50, 75u
100 HM. Yanoeas 3aeucumocmb ®MP 6bina npoaHanusupoeaHa npu nomowiu ypasHeHusi JlaHAay-JTugpwuya-runs6epma. lMpu yeenuyeHUU mMonujuHbl
nneHKu, ekriad 0syxmazHOHHO20 PaccesiHUsI 8 MoJTyWUPUHY JIUHUU Makke eo3pacmaem.

Kmrouesnle crioea: ¢heppomacHUmMHbIL pe3oHaHc, nepmasnoli, MOHKUE MyIeHKU, MosywupuHa IUHUU.
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PECULIARITIES OF PLASMA SOURCES IN PLASMA MEDICINE

This paper has two goals. The first one is the characterization of the plasma source: the plasma power outflux must be known in
order to control the conditions under which biology samples are treated. This is especially important in the treatment of living cells,
which may not receive high energy doses. Thus, measurements of various plasma parameters relevant for cell treatment have been
performed and analyzed. Special attention was given to the acoustic power transmission of the plasma source through internal media.

Mechanisms of acoustic transmission in a external medium are discussed.
Key words: plasma source, biology samples, acoustic power transmission.

Introduction. Low temperature non-equilibrium
atmospheric pressure plasmas for air and surface cleaning
technologies have proven to be robust and safe enough for
use indoors. This is partly due to high bactericidal
effectiveness of plasmas and partly to their ability to
penetrate into narrow and confined spaces, small cracks
and microscopic openings.

Such plasmas have been used for a long time for
sterilization of medical instruments, bacterial inactivation,
blood coagulation, wound healing, oral hygiene, etc. [2].
Recently, with the rapid advances in the multidisciplinary
research areas of cold atmospheric-pressure plasmas and
plasma health care/medicine, interactions of such low-
temperature, non-equilibrium plasmas with a large number
of biologic objects, have attracted a major attention [1].
These objects include but are not limited to eukaryotic
(mammalian) and prokaryotic (bacterial) cells, viruses,
spores, fungi, DNA, lipids, proteins, cell membranes, as
well as living human, animal, and plant tissues and organs.

Of particular interest are the plasma interactions with
cancerous cells. It has been shown by several groups that
the plasma is able to induce death (the programmed death,
apoptosis or the necrotic cell rupture) in a number of cancer
cell types [3]. This offers exciting prospects for clinical

applications of cold atmospheric plasmas for aggressive
treatment of malignant cells and ultimately as a viable
alternative to the present-day interventional oncology that is
capable of cancer resolution without surgery.

Application of plasma treatment in dental restoration
procedures may effectively disinfect cavity-causing
bacteria; reduce the use of the painful and destructive
drilling currently practiced in dental clinics, and
consequently save healthy dental tissues. Not only is there
the vision of rapid, contact free sterilization, which can
access even small pores and microscopic openings, but
also one may envisage new possibilities of drug delivery at
the molecular level in the dental tissues. New bio-medical
effects due to ions and, in the distant future, maybe even
new plasma drug developments operating at the cellular
level that may act selectively might be expected [6].

Plasma sources. Atmospheric pressure plasmas are
very promising tools for biomedical applications and are
expected to bring new therapeutic options in surgery,
dentistry and dermatology. Each scope of application
requires specific, adapted plasma sources. In most cases,
basic geometric criteria can be met by choosing a proper
discharge type. Locally active plasmas are easily realized
with single corona, jet or micro hollow cathode setups

© Martysh E., 2013
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whereas large-area treatments may require arrays of these
or the use of dielectric barrier discharges. Although
physical modes of action like electric current and field,
temperature or non-ionizing radiation may have a specific
share in the desired biomedical effect, the plasma should
not be irritating, if living tissue has to be treated, especially
in veterinary and human medicine.

Two approaches are being pursued in the use of non-
thermal atmospheric pressure plasmas in medicine. In the
first, the plasma is produced remotely, and its afterglow is
delivered in a plume to the biological tissue. The sterilizing
or therapeutic effects are likely produced by relatively long-
lived neutral species and radicals as most of the charged
particles do not survive outside the plasma generation
region. Usually operated heavily diluted with helium to
avoid plasma instabilities, the discharge is doped with a
few percent of molecular gases such as O,. These
resulting oxygen-containing active species may play a role
via de-excitation and subsequent energy transfer onto the
microorganism's surface. Different devices exist for these
treatments, from plasma needles [5] to plasma jets [6].
Potential applications of the remote plasma sources are
surface sterilization in a more targeted way than is possible
with large volume plasmas.

In the second approach, plasmas are generated in
direct contact with living tissue. When dielectric barrier
discharges (DBDs) are used for this purpose, the plasma
device typically contains the powered electrode while the
tissue is the counter electrode [4]. The direct method
fundamentally differs from the indirect technique in two
respects. First, plasmas propagate and touch the biological
surface, providing the possibility of charging the surface
and delivering energetic ions. The second is the magnitude
of the electric field produced at the surface — many orders
of magnitude larger in the direct method.

These two general categories of plasma sources
(indirect and direct) imply different compositions of the
plasma species and activation energy delivered to the
surface, particularly when surfaces are rough and nonplanar.

It has been mentioned also, that direct application of
the high-voltage (10-40 kV) non-thermal plasma
discharges in atmospheric air to treat live animals and
people requires a high level of safety precautions. Safety
and guaranteed non-damaging regimes are the crucial
issues in the plasma medicine. Discharge current should
be obviously limited below the values permitted for the
treatment of living tissue. That is the way to the essential
complication of plasma sources design. At this work the
main attention is directed on the I-st plasma sources type.

Generation of gas plasmas is associated with
production of energetic particles (e.g. electrons, ions, and
photons), chemical reactive species (e.g. free radicals and
metastables), and a myriad of transient fields (e.g. heat,
shock and acoustic wave, electrostatic and electromagnetic
fields). Some of the earlier applications of plasma in
medicine relied mainly on the thermal effects of plasma.
Heat and high temperature have been exploited in
medicine for a long time for the purpose of tissue removal,
sterilization, and cauterization (cessation of bleeding).

Plasmas generation is a highly coupled process of
complexity and dynamics. For example, through Poisson's
equation, a nonuniform or non-neutral spatial distribution of
charged particles can set up a local electrostatic field and
its role near the electrodes can outweigh the contributions
of the externally applied electric field. Photons and some
charged particles (e.g. superoxide O,-) are also chemically
reactive. In fact, production of different plasma agents and
fields is closely coupled and it is usually not possible for
one plasma agent to be produced without many other
agents also being produced.

When used for treating and processing materials, and
biological materials in particular, these plasma agents and
electric fields tend to work synergistically in their interaction
with, and their effects on, the material that is brought in
contact with the gas plasma. The synergistic effect is distinct
in the extent and the richness of physiochemical
functionalities facilitated and is not usually accessible with
other techniques for materials treatment. This is an important
aspect of gas plasmas from an application standpoint, and a
key reason why gas plasmas have been used.

At present the production and applications of cold
plasmas are strongly developed areas of research all over
the world. In most cases, cold atmospheric plasmas are
produced by electric discharges in inert gases (helium,
argon). The voltages used are high alternative or pulsed
voltages. There are a few situations where continuous
voltages are used (see [2] f.e.) Alternative voltages may
have frequencies of tens of kHz or may be radiofrequency
or super high frequency voltages. The amplitudes of these
voltages are of hundreds-thousands of V.

When high voltage pulses are used for producing cold
atmospheric plasma jets, they have amplitudes of tens of
kV, durations of tens-hundreds of ns and repetition
frequencies of hundreds-thousands of pulses per second
(pps). It is well-known that plasma jets produced in pure
helium or argon have a low chemical activity, thus being
inappropriate for certain applications (e.g. biomedical
applications, food/surface treatment applications). Their
chemical activation is necessary, this implying that some
chemically active species such as: oxygen atoms, OH
radicals, nitrogen atoms, NO radicals, nitrogen ions,
excited atoms, etc. have been existed in the plasma jet.

The most important chemically active species are
oxygen atoms and OH radicals. That is why the
introduction of the oxygen and water in the discharge area
is of greatest importance to chemical activation. When
obtaining chemically active species, the electrons obtained
from electric discharges have the essential contribution.
The collisions between the energized electrons and the
heavy particles result in enhanced levels of excitation,
dissociation, and ionization, i.e. enhanced plasma
chemistry.

The most important chemical activation reactions are
as follows:

= Dissociation of oxygen molecules by electron impact;

= Reactions with water/nitrogen molecules from the air
crossed by the plasma jet;

= Penning ionization reaction;

= Charge transfer reaction.

Most of problems, mentioned above, can be solved by
ignition of discharge in wet air.

Plasma is a rich source of radicals and other active
species. Free radicals have earned a bad name in biology
and medicine, because of their capability of causing
severe cell damage. Especially the ROS (reactive oxygen
species) are well known as evildoers. The ROS family
comprises radicals like O, OH and HO,, peroxide anions
0O,- and HO3-, ozone and hydrogen peroxide. These
species are easily created in ambient air and water (e.g.
due to radiation), and they live long enough to reach the
cell and attack the organic matter. When the ROS level in
body fluids becomes too high, various types of damage
occur, known under a common name of oxidative stress.
It is believed that oxidative stress bears at least partial
responsibility for diseases like arteriosclerosis, cancer
and respiratory problems. Moreover, high concentrations
of oxygen radicals accelerate ageing of cells and tissues.
On the cellular level, several effects leading to cell injury
have been identified:
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= |ipid peroxidation - the oxidation of unsaturated lipids in
the cell membrane (damage to the membrane).

= DNA damage — oxidation of DNA bases, leading to
breakage of the DNA strand.

= protein oxidation — generally not so harmful, because
damaged proteins are efficiently replaced. However, it
can temporarily decrease the enzyme activity.

On the other hand, free radicals have various important
functions in the body. Small amounts of them are produced
by the organism itself. For example, macrophages
generate ROS to destroy the invading bacteria, and
endothelial cells (inner artery wall) produce nitric oxide
(NO) to regulate the artery dilation. It is not completely
clear what radical concentrations are indispensable for the
proper functioning of the body, and which are dangerous.
There must always be a compromise between benefit and
damage, but the numbers can vary from individual to
individual. Radical production by the body during physical
exercise can increase the ROS concentration in blood
plasma even up to 0.1 mM, however, physical activity is
generally considered wholesome.

In the last decade, atmospheric-pressure room-
temperature plasma jets have attracted a lot of attention
due to their widespread applications in plasma medicine,
nanotechnology, as well as surface and materials
processing. Such plasma jet devices generate stable
plasma glows in open air rather than in confined discharge
gaps. This gives them several advantages in direct
treatment of hard, soft, and biological matter with
outstanding flexibility in terms of the sizes and areas of the
objects to be treated. Most of the applications require
room-temperature operation while completely avoiding the
glow-to-arc transitions.

To meet these requirements, the atmospheric plasma
jets are usually sustained in noble gases. However, this is
very challenging for the open-air operation. Moreover, the
cross-sections of the plasma jet plumes are typically very
small, which make large-area surface processing
particularly difficult. One promising way to overcome this
shortcoming is by using the plasma jet arrays. However,
since the individual plasma plumes generated by the
arrayed plasma jets are in most cases independent and do
not merge in open air, it is very difficult to achieve uniform
plasmas and surface treatment effects. But creation of an
unique plasma source is first important step at this process.

The interesting solution of some problems, mentioned
above, was reported in [7]. Plasma source consists of two
metal electrodes which are separated from each other by a
dielectric layer. The openings in the two electrodes are
compare with electrodes thickness; length and diameter of
plasma channel are compare too. That is a special feature of
this source. The high-voltage electrode is completely
embedded in the device and powered by a dc power supply.

The outer electrode is grounded for safety
considerations. Although both positive and negative high
voltages are able to generate and sustain the plasma
microjet (PMJ), they primarily used a negative high voltage.
They used also compressed air as the working gas at a
gas flow rate of approximately 2 slm. The discharge
sustaining voltage is in the range of 400-600 V with an
operating current in the 20-35 mA range. The power
efficiency of the device (defined as power deposited into
the discharge relative to the total power drawn from the
power supply) is approximately 80%. The temperature of
the grounded electrode reaches approximately 100°C at a
current of 20 mA and a flow rate of 2 sim.

Optical emission spectroscopy was the main method in
plasma parameters determination. It allowed determination
of the electron excitation temperature, which also appeared

to be approximately constant with power. Electron density
and (excitation) temperature are important parameters that
condition the plasma activity (excitation, ionization and
formation of active radicals). Therefore, one can conclude
that atmospheric plasmas operated at higher power have
about the same activity and efficiency as the low-power
ones. However, an upcoming drawback of increased power
is the elevated gas temperature — when the plasma glow
expands, cooling by thermal diffusion becomes less
efficient and the temperature can reach even a few
hundred degrees. Gas temperature of the plasma is one of
the most important issues in treatment of heat-sensitive
(biological) objects.

Optical emission is a typical gas-phase technique. The
data it provides originate from the hottest part of the
plasma: the active zone, which yields the highest emission
intensity. Therefore it is not surprising that a temperature
as high as a few hundreds of degrees is observed. In
contrast, mass spectrometry provides downstream
information, as it records the density of gas flowing into the
mass spectrometer. The corresponding temperatures are
lower. Nevertheless, the trends obtained by various
methods are quite consistent. It is evident that gas heating
occurs only at high power input; this is also coincident with
an increase in the plasma glow size. The thermocouple
and the temperature strip are not gas-phase methods. In
fact, they are more relevant from the point of view of
biomedical applications, because they provide the
information about the heat that the treated object will suffer.
Furthermore, convective cooling is of importance in
sustaining a low plasma temperature.

Acoustic phenomena. In book [7] is mentioned non-
thermal plasma jet formed by self-running pulsed
periodically high-current spark generator. A distinctive
feature of this jet is a formation of transient hot plasma
clouds (plasma bullet) periodically flying to the target.
Pulsed-periodical high-current (around 300 A) spark
excited in a small cylindrical volume (typical sizes are 5
mm in a diameter and 5 mm in the length). Plasma jet is
not forming due to blowing through the gap by plasma
forming gas but because of strong expansion of the gas
rapidly heating by spark (due to that operation the jet is
accompanied with a loud noise).

Plasma jet (or plasma cloud) flying out the generator is
very hot and has high outlet velocity close to sound
velocity. High gas temperature in such cloud is transient.
Because tyPicaI period-to-pulse duration ratio is extremely
high (> 107), an average gas temperature at the treated
area is close to room temperature. The duration of plasma
cloud formation, its outlet temperature and composition of
active species inside the cloud depend on electric power
and amount of energy loaded into the spark by an external
circuit. Repetition frequency of jet pulsation is also
determined by parameters of external circuit.

It is known that spark occurs at pressures above
atmospheric, and, in the intervals of the order near or more
than 1 cm. For a breakdown of such gaps requires
considerable voltage in the tens of kilovolts. Spark
accompanied by a characteristic bang. This sound is a
weak shock wave. Its source is the sharp increase in
pressure from the intense Joule heat in the spark channel
during the passage of a strong discharge current. This
phenomenon creates a distinctive audible background in
the plasma generators of this type.

But situation at the study [6], mentioned above, is more
complicate. According to previous studies of other
researches, mentioned in [6], the plasma jet, probably, is
discontinuous under the such conditions and represents a
series of propagating plasma bullets. In global physic
model, this phenomenon resulted from ionization instability
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and it is very close to striates formation. Nonlinear stage of
the instability usually leads either to a contraction or to the
stratification of the discharge. In addition, at sufficiently
high E/P may form a negative relaxation (second) viscosity
reducing total dissipation of sound energy. But gas flow or
sound wave with definitely intensity may have an essential
influence onto main plasma parameters.

There are not only negative effects from acoustic field
in gaseous discharges. It is well-known, that in the gas
glow discharge with an acoustic wave along the positive
column, the increase in sound intensity causes a decrease
in the gas temperature in the middle of the tube and the
radial temperature gradient in the plasma gas, according to
the acoustic vortex flows generated in the plasma column.
This is accompanied by an increase in the diameter of the
constricted discharge.

When a discharge in nitrogen transits into constricted
state, a reduction in its diameter, increasing the current
density on the axis of the discharge tube and, accordingly,
increase the temperature of the gas in the plasma is
descending. But molecular gases (e.g. nitrogen) have
complex connection between inner degrees of freedom
(especially vibrational) and such macroscopic parameters
as gas temperature and density. If the vibrational relaxation
time is much shorter than the period of sound waves, the
intensity of the heat caused by this process will be
effectively modulated by the sound wave. This can lead to
a substantial increase in the initial modulation depth of
temperature and density, and undular jump of the sound
wave. The presence of molecular oxygen (at least in the
form of a 1% impurities) provides an order of magnitude
faster relaxation compared with pure nitrogen. Vapour of
H20 (as a 0.1% impurity) gives the same effect.

It is also known that at sufficiently high pressures (p >> 10
Torr), only process the bulk neutralization of charged particles
in a gas-discharge plasma, which is an actual competitor to
the diffusion process, is the dissociative recombination of
electrons and molecular ions. These processes take place at
high speed and cause the formation of highly excited atoms
of the working gas. Atomic levels have large quantum
numbers (n >> 1) have a significant lifetime. Life expectancy
t, depends on the principal quantum number n as t, ~ i
the working gas is present in the oxygen, this process is an
additional source of reactive particles.

That is, it can be argued that gas glow discharge with an
acoustic wave along the positive column, the increase in
sound intensity causes a decrease in the gas temperature in
the middle of the tube and the radial temperature gradient in
the plasma gas, thanks to the acoustic vortex flows
generated in the plasma column. This is accompanied by an
increase in the diameter of the constricted discharge. The

€. MapTuw, a-p. ¢is.-mat. Hayk, kac. meanyHoi paaiodisukm,
papiodiznuHun chakynbteT, KHY im. Tapaca LLeBuyeHka, KuiB

peculiarities of these phenomena in plasma sources for
medical purposes need for further study.

Conclusions. Plasma medicine is a new medical field
with first very promising practical studies. However, basic
research needs to be done to minimize risk and provide a
scientific fundament for medical therapies. Therapeutic
application of plasmas at or in the human body is a
challenge both for medicine and plasma physics. To achieve
selected effects and to avoid potential risks, it is necessary
to know how to control composition and densities of reactive
plasma components by external operation parameters.
Therefore, a profound knowledge on plasma physics and
chemistry must be contributed by physical research.

Therapeutic applications required cold, non-thermal
plasmas operating at atmospheric pressure. These
plasmas are a huge challenge for plasma diagnostics,
because usually they are small scale, constricted or
filamentary, and transient. Regarding the manageability in
everyday medical life, not only atmospheric pressure
plasma jets (APPJ) and dielectric barrier discharges (DBD)
are of special interest for medical applications. Working in
open air atmospheres, complex plasma chemistry must be
expected. Considering that, a great deal of effort combining
experimental investigation and modeling is necessary to
provide the required knowledge on plasma sources for
therapeutic applications.

It was previously shown that there is close analogy
processes occurring in the discharge plasma in the
propagation of sound waves therein, and the gas flow. It is
therefore possible to produce a plasma with the required
parameters in the aspect of its uniform excitation at high
pressures and low temperatures, acoustic radiators of
sound waves can be used instead of bulky blow-through
devices (they create of a flow in the plasma column) that
allow to control the parameters of the gas discharge.
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OCOBJIMBOCTI NITA3SMOBUX FrEHEPATOPIB B NNIA3MOBIA MEOULIMHI

Usi cmamms nepecnidye dei memu. lMepwa cmocyembcsi eHep2emuYHUX xapakmepucmuk Oxxepes nia3Mu: 6UHECEHHSI MOMY)XHOCMI nnasmu
noeuHHo 6ymu eidomum, uj06 KOHMpPoOIKO8aMU yMO8U, NMpu sIKUX o6pobnsitoms 6ionoziyHi 3pa3ku. Lje ocobnueo eaxnueo npu siKyeaHHi xuesux
KlimuH, siki He MOXXymb ompumyeamu eucoki 0o3u eHepeii. Takum YuHoM, 6ynu npoaHanizoeaHi eUMiprogaHHs Pi3HUX NapaMempig nna3mu no ix
g8i0HOWeHHIO 00 06po6ku knimuH. Ocobnuey yea2y 6yno npudineHo eunpoMiHIO8aHHIO aKyCMUYHOI MOMmMy)XHOCmi nna3mMu y 308HiWHI
cepedoguuja. O62080protoMbCsi Pi3Hi MexaHi3Mu akycmuyYHoi emicii @ cepedosuuje.

Knroyoei croea: 2ceHepamop nna3mu, 6ionioeiyHi 3pa3ku, akycmu4Ha emicisi.

E. MapTbiw, a-p ¢is.-maT. Hayk, kacd. MeaULIMHCKON paanodunsmkm,
paauodmnsnyeckun akynbteT, KHY um. Tapaca LLleB4eHko, KueB

OCOBEHHOCTW FrEHEPATOPOB MNA3MbI B NMNMA3MEHHOW MEQULUVHE

3ma cmambsi npecnedyem dee uyenu. lMepsas Kkacaemcsi S3HeP2EMUYECKUX XapaKmepuCmMuUK UCMOYHUKO8 M1a3Mbl: 8bIHOC M1a3MeHHOU MOWHOCMuU
domkeH 6bImb U38eCMHbIM, YMob6bl KOHMPOJIUPO8aMb YCII08USI, 8 KOMOPbIX o6pabambieatomcsi 6uonoauyeckue obpasybl. MO 0CO6EHHO 8aXKHO MpuU
JIeYeHUU JKUBbIX K/IeMOK, KOmopbie He Mo2ym mosny4yams 6onbliue Ao3bl 3Hepauu. Takum o6pa3om, 6bLIU MpoaHanu3upPoeaHbl UIMEPeHUsl Pa3HbIX
napamempoe rnya3mMbl o ux omHoweHuro k o6pabomke kriemok. Ocoboe eHUMaHue 6b1/10 yOesleHO U3JTyHYeHUro aKycmu4yeckoli MowHocmu niasmol o
gHewHtor cpedy. O6cyxdaromces passudHble MEXaHU3MbI aKycmu4eckol amuccuu e cpedy.

Knro4eenle crosa: 2eHepamop nnasmbl, 6uono2uqeckue obpasubl, akycmu4yeckasi IMUCCUSI.
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PLASMA-LIQUID SYSTEM WITH ROTATIONAL GLIDING ARC AND LIQUID ELECTRODE

In this paper the results of rotational gliding arc investigation with liquid electrode are presented. Emission spectra of plasma that
generated by rotational gliding arc with liquid electrode was investigated. Current-voltage characteristics of rotational gliding arc in the

range of air flow 0-220 cm*/s were measured. Temperature populations of excited electronic T; , vibrational TV* and rotational T, levels

were determined. Distribution of temperature along the plasma torch was investigated.
Key words: plasma, rotational gliding arc, liquid electrode, plasma-liquid system, electrical discharge.

Introduction. For today in plasma chemistry, there are
three main problems that are related to selectivity of
plasma transformation of substances, energy efficiency of
plasma technology and the consumption of metallic
electrodes material. The problem of selectivity consists in
the fact that during the plasma-chemical transformation of
substances occur large numbers of chemical reactions.
While it is necessary that the reaction occurred that are
responsible for the formation of the expected product. This
problem is partially solved by using non-equilibrium
plasma. Low-temperature plasma is divided by the level of
nonequilibrium into two types: plasma with a temperature
of heavy components the order of room temperature
(dielectric barrier discharge, micro-discharge) and the so-
called "warm" plasma with a temperature of >1000 K.

To support the process of reforming and combustion of
hydrocarbon fuels is better to use non-equilibrium "warm"
plasma, since the process of reforming requires not only
the presence of radicals, but also the appropriate
temperature. Moreover, the most promising is the use of
plasma at atmospheric pressure or above it.

The problem of energy efficiency of plasma
technologies connected with the fact that for the generation
of plasma is needed most expensive energy — electric.
Therefore, a possible way to solve this problem can be
embedding of plasma technologies into the traditional
chemical technologies. Plasma must be effectively injected
into the reaction chamber. Chemical processes must be
managed with help of plasma, using its only as a catalyst.

\\\\\k\

Atmospheric pressure plasmas can be created by
various types of discharges: transverse arc; discharge in
gas channel with liquid wall and others. But most of them
aren't sufficiently stable. Stabilization of discharge in the
high pressure powerful plasmatron is attained by vortex
flow of gas [3]. In the low-powered high pressure
discharges the reverse vortex flow "tornado" type can be
used for the space stabilization [2]. Previous investigations
were performed only for discharges with solid-state
electrodes. And we have not much information about
discharges with liquid electrodes, which were stabilized by
vortex and reverse vortex flow of gas. One of the most
efficient is the plasma processing in the dynamic plasma-
liquid systems using the DC discharge in a reverse vortex
gas flow of tornado type with a "liquid" electrode (LE) [5, 6].
Plasma liquid system with rotational gliding arc is a
prototype of TORNADO-LE [5,6], but with some
modification, which are interesting for plasma technology.

The peculiarity of the using of plasma-liquid systems to
generate plasmas is that they do not require pre-
gasification of the liquid. In this regard, the research and
development of plasma-liquid systems with a rotational
gliding arc and liquid electrode for energy technologies is
an urgent task.

Experimental setup. Schematic view of the plasma-
liquid system (PLS) with rotational gliding arc is shown in
Fig. 1. It consists of a quartz chamber (1) cylindrical shape,
which hermetically closed metal top and bottom flanges.
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Fig. 1. Schematic diagram of experimental setup
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The height of the camera is 30 mm and diameter
90 mm. Bottom flange (2) is made of stainless steel. The
upper flange (3) is made of duralumin and contains a
copper sleeve (4) which has a hole in the center (5)
diameter of 14 mm and a length of 5 mm. Quartz chamber
(1) filled with liquid (6), the level of which has been
maintained by the injection pump through the aperture (7).
Gas inputted into the system through the aperture (8). Gas
flow is introduced tangentially to wall of the quartz cylinder
(1). Gas, rotating, moved (9) along the surface to the axis of
the quartz cylinder (1), where through the aperture (5)
comes out. Plasma torch (10) was formed during the
discharge burning. One end of plasma torch was located on
the surface of the liquid and the other on an external part of
the upper flange. Under the influence of the gas flow end of
the plasma torch, which was located on the metal surface,
rotating, and gliding in the direction of air flow? The voltage
between the electrodes was supplied by a power supply
(11) DC. The power supply provides voltages up to 7 kV. In
this system can be realized two modes of operation: liquid
(LC) and solid cathode (SC) cathode.

Emission spectroscopy was used for diagnostics of
plasma. Emission spectra were registered using a spectral
device that consists of an optical fiber (12) and
spectrometer S-150-2-3648 USB (13). This spectrometer
allows registering the emission spectra in the wavelength
range 200-1000 nm.

Photograph of plasma-liquid system with rotational
gliding arc with liquid electrode are shown in Fig. 2. The
working fluid was distiled water, the air flow was
220 cm3/s, current — 360 mA, voltage — 2 kV.

Fig. 2. Photo of plasma-liquid system
with rotational gliding arc. Working fluid - distilled water,
air flow — 220 cmals, current — 360 mA, voltage — 2 kV.
Mode - "solid" cathode

The distance from the surface of liquid to the upper
flange — 5 mm. Breakdown of the gas gap occurred in air
flow (220 cm3/s) and a maximum voltage (7 kV) of power
supply. Increased airflow lowers the distance between the
liquid and the top flange, due to the formation of a cone of
liquid on its surface. The gas gap occurred breakdown
when the distance reached a certain critical value of.
However, after the breakdown of the discharge was
burning even in the absence of airflow (0 cm®s). Plasma
torch was formed outside of the reactor after the
breakdown of the gas gap. Length torch initially increased
with increasing air flow, reaching a length of about 150 mm
by air flow 165 cm®/s, and then with increase airflow length
of torch began to decrease.

Results and discussion. The current-voltage
characteristics of the discharge at different airflows are
shown in Fig. 3. Mode — "solid" cathode. In the absence of
airflow with increasing current voltage unchanged. For air

flow 55 cm®/s at low currents (220 mA) voltage unchanged.
The voltage is increased with increasing of current in the
range 220-280 mA. The voltage does not change its value
at the currents greater than 280 mA. Absolute value of the
voltage increased with increasing of airflow (55-165 cm3/s)
but the behavior was similar to the current-voltage
characteristics for the air flow of 55 cm®/s. The voltage was
increased with increasing of current and then was voltage
saturation. The current-voltage characteristic at airflow
220 cm®/s has a region where voltage grows, saturates,
and then at current of 380 mA began to decrease (Fig. 3).
Minimum current at discharge burning was increased with
increasing of airflow. The ballast resistance was not used.
This may be due to a peculiarity of the impact of air flow to
the discharge burning process.

Typical emission spectra of plasma in plasma-liquid
system with rotational gliding arc are shown in Fig. 4.

== G =55 cm’/s
—k— G =165cm’/s

U, kv —a— G=0cm’s
22 - —O— G=110cm’/s

] —C— G =220 cm’ls
18 +
14 +
| I, mA
10 U L] 1 L 1
150 200 250 300 350 400

Fig. 3. Current-voltage characteristics
of rotational gliding arc

Emission spectra were measured at the regime SC,
current 360 mA, voltage 2 kV, air flow 220 cm®/s. Bands of
hydroxyl (OH ), lines of hydrogen (H ), and multiplets of
oxygen (O) are present on emission spectrum of plasma
inside (Z=2.5 mm) of plasma-liquid system (Fig. 4.a).
Bands of hydroxyl (OH) and lines of copper (Cu) are
present on emission spectrum of plasma outside
(Z=30 mm) of plasma-liquid system (Fig.4.b). The
plasma torch increases with presence of water. This may
be due to the fact that plasma generates detonating gas,
which burning increases the plasma torch.

It is obviously that rotational gliding arc plasma
discharge, which has been chosen as the basis of our
work, has its roots in a LE "tornado" system [5, 6], as can
be seen in Fig. 1. As it was shown in [1], the voltage in
gliding arc in humid air rather steeply increases with
increasing the air flow rate. We have similar effect in our
system. But the low intensity of electrode material lines
outside PLS and their absence inside (Fig.4),
demonstrates the increasing of electrodes life-time in the
RGA plasma discharge. The new state of system can be
stable for an indefinite amount of time. So, significant
advantage of this system is long lifetime of electrodes.

Temperature T, population of excited electronic levels
of the hydrogen atoms H was determined by the method
of relative intensities (by two lines H,Z — 656.3 nm and
H, —486.1 nm). Temperature population of excited electronic

levels of oxygen atoms O were determined by the Boltzmann
diagrams method (777.2 nm, 844.6 nm, 926.6 nm).
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Fig. 4. Typical emission spectra of plasma inside (Z = 2.5 mm) (a) and outside (Z = 30 mm) (b)
of plasma-liquid system with rotational gliding arc with liquid electrode: distilled water/air mixture

The method of comparing experimentally measured
emission spectra calculated by code SPECAIR [4] to
determine the temperature population of excited vibrational

T, and rotational T, levels of hydroxyl OH was used.
Comparison of the experimentally measured emission

I, arb. unit
1.50
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1.25

1.00

0.75

0.50

0.25

spectrum with simulated emission spectrum bands
hydroxyl OH in the wavelength range 274-298 nm by
code SPECAIR are shown in Fig. 5. Emission spectrum
was registered in the mode — "solid" cathode, current —
380 mA, air flow — 140 cm®/s, voltage — 1.9 kV.
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Fig. 5. Comparison of experimentally measured emission spectrum with simulated emission spectrum bands of hydroxyl OH
by code SPECAIR in the wavelength range 274-298 nm. Mode is "solid" cathode, current — 380 mA, air flow — 140 cm’/s,

voltage — 1.9 kV. Modeling: T, (0)=3700 K, T, (OH) = 3700 K, T, (OH) = 3700 K

The temperature population of excited electronic levels
of the oxygen atoms O, which is determined by the
Boltzmann diagrams to simulate the bands of hydroxyl
OH(A-X) was used. The temperature population of
excited vibrational and rotational levels was specified by

SPECAIR. The following parameters T,(O)=3700 K,
T/(OH)=3700 K, T (OH)=3700 K to the

emission spectrum bands hydroxyl OH were used. Fig. 5
shows that the simulation matches very well with the
experiment, and therefore it can be argued that the
temperatures population of excited levels has the following

value  T,(0)=3700+400 K, 7"(OH) = 3700+200 K,
T'(OH) =3700+200 K.

Fig. 6 shows dependence of the temperature
population of the excited electronic T,(O) vibrational

simulate

T/(OH) and rotational T,(OH) levels from airflow.

Emission spectra were registered inside of system in the
center the line of sight between the liquid and the top
flange. Measurements were carried out at a fixed value of
current — 380 mA. Mode — "solid" cathode. The plasma at
low air flow is isothermal (Fig. 6). However, the interval
between the temperatures population of excited vibrational,
rotational levels OH and electronic levels O increased
with airflow increases. The temperature population of
excited electronic levels of hydrogen H decreased with
increasing of air flow.

The volume which occupies plasma inside the system
is on order less than the volume of plasma torch.
Temperature distribution of plasma along the torch is
important, because the plasma torch is injected into the
reaction chamber. Axial distribution of vibrational and
rotational temperature in the plasma torch is shown in
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Fig. 7. Emission spectra were registered by the line of
sight. Measurements were carried out at a fixed value of
current — 340 mA and air flow — 165 cm®/s. Mode — "solid"
cathode. Z =0 mm corresponds the measurements along
the surface of the liquid, Z=5 mm — along the bottom
surface of the top flange, Z=30 mm — along the upper
surface of the upper flange. There is a one "dead" zone, in
which can not be measured emission spectra. This is due
peculiar structure of the upper flange.

Plasma torch reached the size to a height of 120 mm at
the air flow 165 cm®/s and current 340 mA. The intensity of
the bands of hydroxyl OH decreased with increasing Z .
Hydroxyl bands were barely visible at the maximum
accumulation for Z =100 mm. However, the rotational and
vibrational temperature at the values of Z >50 mm from
the emission spectra was difficult to determine. Since the
OH bands of low intensity (274-298 nm) were used for the
determination of these temperatures.

5000 =+ T,K * T, (0)
E T, (H
4000 4 T/ (OH)
é @ T, (OH)

3000

2000

1000

0 50 100 150 200 250 300

350 400
Fig. 6. Dependence temperatures population
of excited electronic T, (O), vibrational T, (OH)

and rotational levels of T, (OH) from airflow.
Current — 380 mA, mode - "solid" cathode

When Z =0 mm (along the surface of the liquid), the
T, (OH)=3700+200 K and

T (OH)=3200+200 K is 500 K, but at Z=5 mm (along
the bottom surface of the metal flange) they are equal
within the limits of error. At Z =30 mm difference between
T/(OH)=3500+200 K and T, (OH)=3000+200 K is
500 K. For the 35<Z<50 mm difference between
T/(OH) and T, (OH) remains constant 700 K, but the

absolute values decrease with increasing Z (Fig. 7).
According to the obtained temperatures population of
excited levels and code SPECAIR unable to determine the

ratio [OH]/[O] between the concentration of hydroxyl OH

difference between

and atomic oxygen O. Hydroxyl OH on six orders of
magnitude smaller than oxygen atoms O. With increasing

air flow ratio [OH]/[O] begins to decrease. This ratio

[OH]/[O] has a maximum when the air flow 165 cm¥s.

This may be due to the fact that an increasing of air flow
increases the power inputted into the discharge that way
fluid flow increases. With further increase flow capacity
varies little, and the amount of oxygen that is introduced by

the flow increases. The concentration ratio [H]/[O] by

using the calculated spectra according to NIST was
determined. The atoms of hydrogen [H] and oxygen [O]

almost equal value.

5000 — 1. K & T, (OH)

@ T, (OH)
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1000 +
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Fig.7. Axial distribution of temperatures population
of excited vibrational T, (OH) and rotational levels

of T,*(OH) . Current — 340 mA, air flow — 165 cm®/s,
mode — "solid" cathode

Conclusions. Plasma of plasma-liquid system with
rotational gliding arc with liquid electrode inside the chamber is

isothermal T, (0)=3700+400 K, T, (OH)=3700+200 K,

T'(OH)=3700+200 K. The interval between the

temperatures population of excited vibrational, rotational levels
OH and electronic levels O increased with airflow increases.
Temperatures population of excited levels at air flow

275cm’ls  have the value T,(0)=3700+400 K,

T,(OH) =3300+200 K, T, (OH)=3200+200 K.
Plasma is nonisothermic in the torch at the range of Z
30-50 mm. The difference between T, (OH) and T, (OH)

is 700 K, and their absolute values decrease with height of
plasma torch (35 <Z <50 mm).

The main components of the plasma interelectrode gap
are OH, O, H, and major components of the plasma
torch are OH, and Cu. The concentration of hydroxyl OH
on six orders of magnitude was less than the concentration
of oxygen O and hydrogen H atoms.

The presence of water increases the plasma torch. This
may be due to the fact that plasma generates detonating
gas, which burning increases the plasma torch.
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DYNAMICS OF GENERALIZED PHASES IN A SYSTEM
OF TWO WEAKLY-COUPLED SPIN-TORQUE NANO-OSCILLATORS
WITH RANDOM EIGEN FREQUENCIES: THE CASE OF GLOBAL COUPLING

Dynamics of generalized phases in a system of two weakly-coupled spin-torque nano-oscillators (STNOs) with random eigen
frequencies (Gaussian distribution) is analyzed. It is shown that the system dynamics is conveniently described by a complex order
parameter in the scope of global coupling model. The numerical analysis of time dynamics of the modulus of complex order parameter
was performed. It is shown that the synchronization of two STNOs is most effective when the amplitude of coupling A is big and the

phase of coupling B is multiple of .

Key words: spin-torque nano-oscillator, synchronization, coupled oscillations, random eigen frequency.

Introduction. The spin-transfer torque (STT) [1, 3, 15,
20-21] carried by a spin-polarized electric current can give
rise to several types of magnetization dynamics
(magnetization auto-oscillations [5-6, 8-11, 16—-17] and
reversal [7, 22]) and, therefore, allows one to manipulate
magnetization of a nano-scale magnetic object [17].

The STT effect opens a possibility for the development
of a novel type of nano-scale microwave devices — spin-
torque nano-oscillators (STNOs). The practical application
of STNOs faces four main problems:

= low enough operation frequencies of devices based on
STNOs (typically, 1-15 GHz);

= low output microwave power (or DC power if a STNO
is used as a microwave detector);

= |arge generation linewidth;

= imperfect manufacturing technology of STNOs.

The last three problems can be solved using the mutual
phase-locking of several STNOs [6, 11, 14, 18-19]. For
instance, using numerical simulations it has been
demonstrated [4, 12] that the finite delay time of the
coupling signal can lead to a substantial (~ 100 times)
increase in the frequency band of phase-locking.

In this work we perform numerical simulations of phase-
locking of two STNOs with random eigen frequencies
(which are caused by the parameters spread of the STNOs
due to the imperfect manufacturing technology) with

account of a delay of the coupling signal. We consider the
general case of two coupled nano-contact STNOs without
account of the exact type of coupling. Thus, our results are
valid for different types of coupling.

Theoretical model. The dynamics of the two weakly-
coupled STNO can be described by the system of coupled

nonlinear equations for the complex amplitudes c, (t) of

spin wave modes, excited in j-th nano-contact [2, 14, 19]:

%H(m (‘01\2)01 +T s 4 (‘01‘2)01 —Q,c,e"

+io,|lc c (1)
i I C — i
7; 102 (‘ 2‘2) 2 eff,2 (‘ 2‘2)02 = !2101 e i3 ,

where j,k={12}, coj(‘cj‘z) and Feffyj(‘cj‘z) are the

frequency and effective damping rate (that includes
contribution from the positive natural damping and current-
induced negative damping) of j-th mode, coupling
frequencies Q;, are defined by Eq. (6) in [19], and B;, is
the phase shift, for example, the phase shift of the spin
wave (radiated by the k-th nano-contact) acquired during
its propagation to the j-th nano-contact.

The system (1) without time delay (B;, =0) was derived

and analyzed in [19]. The analysis of the system (1) was
© Prokopenko O., Karpiak B., Sulymenko O., 2013
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carried out in [2, 14] for the case of fixed (not random)
frequencies and with account of time delay (8,, = 0).

In the absence of coupling (©2;, =0) each of Egs. (1)
has a free-running solution [2, 14]

¢, (t) =P, ()", 2)
where the power p, () = ‘cj (t)‘2 is determined by condition
of the vanishing of total damping T, (p,) =0 . For a weak

coupling (Q,;, <<, ®,) it is possible to perform a
perturbative analysis of Egs. (1), and obtain criteria of
phase-locking in a closed analytical form [2].

Analysis of mutual phase-locking of two oscillators with
an account of phase of the interaction (or, equivalently,
delay of the coupling signal) showed that each oscillator
can be described by one dynamical variable — "generalized
phase" ¢, (t).It can be introduced as in that case the

system (1) transforms to the equations of motion for the
phases o, (t), which can be written in the form

d .
I, = Ay, Sin(@, =9y +Biy),
ddt &)

Here o; is the natural (free-running) frequency of j-th
oscillator, A;, is the amplitude of the coupling between
Jth and k-th oscillators, and $,;, is the coupling phase.

Both amplitude A;, and phase B, of the coupling are

renormalized by the nonlinearity of the oscillators.

Egs. (3), were derived from a simple auto-oscillator
model [14, 18, 19]. It can be shown, however, that the
model (3) is rather general and can be applied to the
description of phase-locking of oscillators of any nature [14,
18, 19]. This model will serve as a basis for numerical and
analytical study of phase-locking phenomenon in large
arrays of spin-torque nano-oscillators.

In experiments, frequencies o, of the oscillators in an

array differ due to uncertainties in technological process,
presence of impurities, etc. Therefore, the free-running

frequencies o, in system (3) should be considered as
random quantities having certain probability distribution
P(mj) (we assume that probability distribution is the same
for each oscillator). Without loss of generality, we assume
that the average frequency o, of oscilators is zero
(otherwise, one can perform transformation
9, (t) > ¢, (t) =0, (t)-w,,t, that does not change form of
Egs. (3)). For simplicity, we consider only the case, where the
frequency distribution Py (w,) is the Gaussian distribution:

2
1 1( o,
P (o )= exp|——=| -2+ |. 4
5 (@) e p[ Z(Am” 4)
Here Aw is a characteristic width of the frequency

distribution (we assume it is the same for all oscillators).
The coupling amplitudes A;, and phases B,, depend

on the coupling mechanism between oscillators and on
their properties (nonlinearity). Here we analyze the
simplest case of practical interest — the case of global
coupling. This is the typical case of coupling by the
common current bias current, when coupling between all
oscillators is the same:

A, =A=const, B, =p=const. ()

In the following we will study global coupling of oscillators
using model (3) with coupling (5), when the eigen frequencies
of oscillators are characterized by the distribution (4). The
main task is to analyze dependence of the locking process on
the amplitude A and phase B of the coupling.

The convenient parameter for the phase-locking
characterization is a complex order parameter [13]

r=Re" :%(ei‘"‘+ei‘°2). (6)

The amplitude R of the order parameter characterizes
number of phase-locked oscillators, while the rate of
change of the phase ©=dy/df gives the frequency of

phase-locked oscillations.
Numerical model. Our numerical model is based on
the numerical solution of Egs. (3) for some particular

values of A, =A,,=A, B, =B, =P, ®, ®, and known

initial conditions ¢, (0), ¢,(0). During the numerical

analysis we assume for simplicity that the average
frequency of the STNOs is zero and chose the
characteristic width of the frequency distribution Aw as
Aw =0.1 (the case of small frequency deviations, i.e. the

case of small uncertainties in technological process of
STNO fabrication). We also assume that the initial phases

of STNOs ¢,(0), ¢,(0) are random values with
rectangular distribution:

FPr (‘sz (0)) :{

Since the frequencies ®, and ®, are random values
described by frequency distribution law (4) and initial
phases ¢,(0), ¢,(0) are random values described by

1/2n, 0<¢,(0)<2n
0, otherwise

)

distribution law (7), it is clear that the dynamics of general
phases ¢, (t), ¢,(t) will depend on ®,, ®, and ¢,(0),

(pz(O) and, therefore, may also be random (at least

partially). To eliminate this influence of randomness on the
system dynamics and to obtain statistically correct results
we performed multi-pass numerical analysis of the Egs. (3).
The used algorithm may be described as follows:

1) We chose some particular values of the amplitude of
coupling A and the phase of coupling f.

2) We generate the random vector of initial phases
#(0)={¢,(0),9,(0)} using the distribution law (7) and the
random vector of oscillator eigen frequencies ® = {w,, ®,}

using the distribution law (4) for the case of Aw =0.1.
3) We numerically solve the equations (3) for the case
of some particular values of equation's parameters A, 3,

@, ¢(0) defined above. We calculate the modulus of the
complex order parameter as a function of time R(t) using

numerically calculated phase vector §(t)={o, (t),, (1)} .

4) We repeat the stages 2 and 3 N times, where N is
the number of passes. After that we do the averaging of the
obtained data of R(t) for all realizations and obtain an

averaged dependence
1 N
R(t)) == R.(t), 8
(R(0)y =7 2R (1) ®)
where R, (t) is a dependence of the modulus of the

complex order parameter on time obtained at k -th pass.
We believe that for a large enough value of N the
influence of randomness on the system dynamics is
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minimal. The minimal number of passesN, which

correspond to that case might be found numerically.
Results and discussion. Using the algorithm stages
1-3 described in the previous section we calculated the time

dependencies of general phases ¢(t) and ¢, (t) of two

weakly-coupled STNOs. The typical obtained results (after
renormalization — division by 2n) are presented in Fig. 1.

The corresponding dependence of R(t) is shown in Fig. 2.

¢/2n

0.5
o\ t
0 20 20 60 80 100
Fig. 1. The typical time dependencies
of normalized general phases ¢;(t)/2n (solid line)

and ¢, (t) / 27 (dashed line) of two weakly-coupled STNOs

for the case of model parameters: A=1,3=0,
w={-0.0016, 0.1500}, ¢(0)={1.3, 4.5}

0.998346
® 3
0.998343f
20 40 60 80100
N =10
0.997000 |
s i
0.996997 |
20 40 t 60 80 100
N =100

F

0.999308'

R(t)

0.999308:

20 40 60 80 100
t

Fig. 2. The typical time dependencies of the modulus of
complex order parameter R (t) for a system of two weakly-

coupled STNOs for the case of model parameters:
A=1,B8 =0, w={0.0016, 0.1500}, ¢(0)={ 1.3, 4.5}.

NonN

(see Fig. 3). We show that the dependence <R(t)>N is

statistically stable if N > 100 for the case A =1, = 0. The
obtained results depend on A, B, but it seems that N is

almost the same for any values of A, B, if A is big
enough and B is far from n/2 or 3n/2 .

We also analyzed the dependence of (R(t))

0.997233 |

0.997230

0.997855

0.997854

20 40 . 60 80 100

N =200

g. 3. The dependencies of the averaged modulus of complex order parameter <R(t)>N on time

for different number of passes N.A=1,=0

The following analysis was carried out with number of
passes N = 200. First, we fix the phase of coupling f (B=0)
and analyzed the dependence of (R(1)) for different

N

amplitude of coupling A (Fig. 4). One can see, decrease of
A leads to a great perturbation of the system dynamics,
thus, it seems the efficiency of synchronization decreases
in that case. Second, we fix the amplitude of coupling A
(A =1) and analyze the dependence of (R(t)) on phase

of coupling B (Fig. 5).

One can see, the efficiency of synchronization <R(t)>N
rapidly increases if B is close to 0 or = . It is obvious, that in

real in Fig. 4 and Fig. 5 there are plots with almost linear
dependence of averaged modulus of complex order

parameter <R(t)>N on time. The visibility of function

oscillation defined only by choosing the appropriate graph
scale. The efficiency of synchronization for different
amplitudes and phases of coupling is clearly shown in
Fig. 6(b). One can see, that it is most effective for big
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amplitudes of coupling when phase of coupling multiple of .
This means that the model of global coupling may be

applicable only in that case.

The final state of the system (value of <R(t)>

at the

N

moment t =100 ) is analyzed on Fig.6(a).

0.82 052 0.965
’ 0.960[
= 0.80 0.91
E—* 0.78 0.90 0.955;
v 0.89
0.76 [
o7a 0.88 0.950
' 0.87 0.945
20 40 60 80 100 20 40 60 80 100
A=0.1 A=0.3
0.988976 0.99255 |
0.9810
z
,27 0.9805
4
v 0.9800
0.988973 0.99240 [
0.9795 |
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
A=0.4 A=0.5 A=0.6
0.995927 0.996803
0.994628 3
. 0.994627
£ 0.994626
2
vV 0.994626
0.994625 0.995926 | 0.996801 . . ‘ ‘ .
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
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Fig. 4. The dependencies of the averaged modulus of complex order parameter <R (t)>N
on time for different amplitudes of coupling A. N =200,8=0
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| N ~—_n
£ W TN
4
\"2
0.997420 0-997420 0.994738|
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
B=0 B=1/8 B=Tl4
0.980 0.67 0.161
A 0.978 0.65 0.159
4
v 0.976 0.63 0.157
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0.974
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
B=3m/8 B=m2 B =5m/8
0.057595
0.081860 0.06237
A 0.057580
4
\"
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Fig. 5. The dependencies of the averaged modulus of complex order parameter <R (t)>N on time

for different phases of coupling . N=200,A=1
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Fig. 6. Density plots of the averaged modulus of complex order parameter at the moment t=100 (a)
and difference between maximum and minimum values of averaged modulus of complex order parameter on time segment

[80,100] (b) for different phases of coupling § and amplitudes of coupling A

Conclusion. We have demonstrated that the dynamics
of two weakly-coupled STNOs is conveniently described by
a complex order parameter in the scope of global coupling
model. Using numerical analysis we show that the
synchronization of two STNOs is most effective when the
amplitude of coupling A is big and the phase of coupling
B is far lesser or larger than = /2.
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0. MpokoneHko, kaHA. di3.-MaT. HaykK, gou., B. Kapnsik, ctya., O. CynumeHko, ctya,.,

kad. HaHODI3NKMN Ta HAHOENEeKTPOHikK, pagiodisamyHun dakynbTeT,
KHY imeHi Tapaca LLleBueHka, Kuis

ANHAMIKA Y3ATrAIIbHEHUX ®A3 Y CUCTEMI ABOX CJITABKO B3AEMOAIIOYUX MATHITHUX
HAHOOCLIUNTATOPIB 3 BUNTAOKOBMMU BIIACHUMUN YACTOTAMU: BUNAOOK NMOBAJIbHOIO 3B'A3KY

lNpoaHanizoeaHo AuHaMiKy y3az2anbHeHux ¢ha3 e cucmemi 080X C1abKO 36'3aHUX Ma2HImHUX HaHooCcyusnsiImopie 3 eurnadkoeumu eslacHUMU
Yacmomamu (po3nodinieHuUMu 3a HopMasibHUM 3aKkoHoM). [Toka3aHo, W0 y HabnuwxeHHi 21106anbHO20 38 's13Ky GuHaMiKy makol cucmemu 3py4HO onucyeamu
3a GornomMoz2or0 KOMMIIeKCHo20 napamempa nopsidky. Memodamu 4qucnoeoz2o aHanizy docnidxeHo 4acoei 3MiHU MOQYssi KOMIJIEKCHO20 napamMempa
nopsidky. [Moka3aHo, w0 CUHXPOHI3ayisi 080X Ma2HIMHUX HaHoocyussimopie 8idbysacmbcsi Halibinbw egheKMUBHO MPU 8eJIUKUX 3Ha4YeHHSIX ammlimydu
koegbiyieHma 38'sa3ky A ma ¢pasi koegpiyieHma 38’a3Ky 8 KpamHit 1.

Knroyoei croea: MacHimHuli HaHOOCUUIIMOP, CUHXPOHI3auisi, 36 'A3aHi KosueaHHsl, eunadkoea eslacHa Yacmoma.

A. MpokoneHko, kaHA. ¢u3.-maT. HaykK, gou., b. Kapnsik, ctya., O. CynumeHko, cTyA.,
Kadp. HAHOMU3IUKU U HAHOINEKTPOHUKM, pagnmodusnyeckuin hakynbTeT,
KHY nmenu Tapaca LLleB4yeHko, KueB

OMHAMUKA OBOBLLEHHBIX ®A3 B CUCTEME [IBYX CITABO B3AMMOJENCTBYIOLLUMX MAFHUTHbIX
HAHOOCLUNNATOPOB CO CJTYYAUHBbIMU COBECTBEHHBIMN YACTOTAMMU: CJITYHAU TNTOBAJIbHOU CBA3U

lNpoaHanusupoeaHa AuHamuka o606WeHHbIX ¢ha3 8 cucmeme O8yx crabo cesi3aHHbIX HAHOOCUUJIISIMOPO8 CO CllyHaliHbiMU co6cmeeHHbIMU
4acmomamu (pacrpedesieHHbIMU 10 HOPMaslbHOMY 3akoHy). [Toka3aHo, Ymo e npubnuxeHuu anobanbHol cesi3u GUHaMUKy makoli cucmemMb! yOO6HO
onucbigams C MOMOWbIO KOMI/IEKCHO20 napamempa rnopsidka. Memodamu 4ucneHHO20 aHanusa uccriedogaHa 3agUCUMOCMb U3MEHeHUU Modyrisi
KOMI/IEKCHO20 napamempa rnopsidka om epemeHu. [oka3zaHo, YmMO CUHXPOHU3auusi 08X MacHUMHbLIX HaHOOCUUJISIIMOPO8 rnpoucxodum Haubosee
aghghekmueHO npu 6onbWUX 3Ha4YeHUsIX amnumyobl kKoaghgpuyueHma cessu A u ghase koaghgpuyueHma cesizu ff KpamHou .

Kntoyesble crioea: MazHUMHBIU HAHOOCUUIIISIMOP, CUHXPOHU3ayus, Cesi3aHHbIe KosiebaHusi, crlyyaliHasi cob6cmeeHHasi Yacmoma.
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OPTIMAL SIGNAL SUPPRESSION OF BONE AND CARTILAGE IN MRI

The robust procedures for the separation of bone and cartilage tissues in magnetic resonance (MR) images are presented. Increased
differentiation by contrast and signal-to-noise ratio (SNR) in proposed methods is based on pulse sequence dependence. First method
is based on the new pulse sequence for MR bone and cartilage imaging, which allows simultaneous suppression of the signal from one
tissue and visualisation of another one or vice versa. Second method is an optimization of balanced steady-state free precession
(bSSFP) sequence. Mathematical modeling shows direct increasing of tissue differentiation under optimal values of these pulse
sequences obtained for high contrast between bone and cartilage and a high SNR.

Key words: MR bone and cartilage imaging, SNR, contrast, pulse sequence optimization.

Introduction. Bone and cartilage are difficult to
distinguish in MR images obtained by standard pulse
sequences (such as fast spin echo, gradient recall echo,
turbo spin echo, bSSFP) [3; 4; 6-9]. As a result these
images cannot be segmented. But segmented images are
more meaningful and easier to analyze and could be used
for practical applications such as measurement of tissue
volumes, treatment planning and study of anatomical
structure. Each of the pixels in a region of segmented image
is similar with respect to some characteristic or computed
property, such as color, intensity, or texture. On MR
tomograms these properties are functions of such physical
characteristics as equilibrium magnetization, spin-lattice and
spin-spin relaxation times and parameters of pulse
sequence used for visualization. Having considered all
arguments, it may be pointed out that study of anatomical
structure and implants manufacturing need a special pulse
sequence for bone and cartilage MR imaging. This problem
could be solved in two ways. First way is calculation of
parameters for a new pulse sequence for MR bone and
cartilage imaging. Second way is optimization of standard
pulse sequence for bone and cartilage separation.

In this work we perform calculation and optimization of
parameters for a new pulse sequence and bSSFP
sequence by contrast and SNR for MR bone and cartilage
imaging. Optimization was provided by mathematical
modeling according to the theoretical model.

Theoretical model. Model of bone and cartilage for
MR could be described with three pairs of parameters:
equilibrium magnetization per unit volume, spin-lattice and
spin-spin relaxation times of bone and cartilage.

Spin-lattice and spin-spin relaxation times of bone and
cartilage are listed in Table 1 [1-3; 5; 10].

Table 1
Spin-lattice relaxation times T,
spin-spin relaxation times T, and densities of bone and cartilage

Tissue Ti, ms T,, ms Density, kg/m®
Bone 554+27 140412 1850
Cartilage 1060+160 42+7 1050

The following approximations were introduced for
assessment of the equilibrium magnetization per unit
volume M, of bone and cartilage:

1. Water is a major component of bone and cartilage
tissues. That is why only the protons of water molecules
were considered in the calculations.

2. Distribution of water in bone and cartilage is uniform:

M, = f(r).
The equilibrium magnetization as a function of
magnetic field B, and temperature T is obtained

according to the 26% mass fraction of water in bone and
70% mass fraction of water in cartilage.

The value of the equilibrium magnetization per unit
volume in the high-temperature approximation is obtained
using the following formula:

N1 420 (1+1)
M=—F/"""-"".B. 1
’ 3-k-T ° A
Total number of protons is calculated by the following
formula:

N = 2‘PH20 ’VHzo ‘N,
M

where p, , — water density, V,, , — water volume in tissue,

: ()

H,0

N, —Avogadro constant, M, , —molar mass of water.
Mass fraction of water in bone is calculated as follows:
My o _ Pr,0 'VHQO.b ~0.26, 3)
m, A
where m, — bone mass, m,,, — water mass in bone,

p, — bone density, V,,, — water volume in bone,
V, —bone volume.
Vo, =220y, 0261850\, g 4gqy 4
o Pr,0 1000

From (2) and (4) the total number of protons in the
bone per unit volume is:

N, =0.481. 2P0 Na )
H,0
From (1) and (5) the equilibrium magnetization per unit
volume for bone is:
2 2 . .
h2.y -/-(/+1).BO‘2 Pryo Na _ ®)
3-k-T Mo

Mass fraction of water in cartilage is calculated as follows:

M,, =0.481.

Moo _Pro Vioe 7. %)
mC pC : VC

where m, - cartilage mass, m,,, - water mass in

cartilage, p, — cartilage density, V, ,, — water volume in

cartilage, V, — cartilage volume.

V. =07.P v =07.190.y _g735.v ©)
e Pr,0 1000
From (2) and (8) the total number of protons in the
cartilage per unit volume is:
2- -N
N, =0.735. 2 Pro Ta )
H,0

From (1) and (9) the equilibrium magnetization per unit

volume for cartilage is:

2.2, 2. -N

M, =0735. 10N g 2P0 T
’ 3-k-T M

© Radchenko S., Pershyna T., Tolokonnikov ., 2013

(10)

H,0
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Methods. New pulse sequence for MR bone and
cartilage imaging. Inversion-recovery method was chosen
because of almost double spin-lattice relaxation times
difference:

T,. 1060
T, 554

T., — spin-lattice relaxation times of cartilage

~1.91, (11)

where T,

1c?
and bone respectively.

Pulse sequence consists of two parts. In the first part of
the sequence only cartilage was visualized (bone signal
was suppressed). It can be realized in such a way. A 180°
pulse is applied first. This pulse rotates the net
magnetization down. A 90° pulse is applied after applying
of 180° pulse with delay:

T,=T,In(2)~ 384 ms. (12)

It should be noted that at this time net magnetization of
bone is zero. In the second part of the sequence only bone
was visualized (cartilage signal was suppressed). This part
is similar to the first part of sequence, but the delay
between the radio frequency (RF) pulses is:

T,=T,-In(2)~734.7 ms. (13)

Sequence repetition time TR is 3 seconds, because z-
component of the magnetization vectors must return to
equilibrium.

bSSFP uses rapid excitation radiofrequency pulses
combined with fully balanced gradient pulses to acquire
images. It is based on a low flip angle GRE sequence and
also includes transverse magnetizations from overlapping
echoes along with longitudinal magnetizations from GRE.

Simulation is selected for verification of results,
because the simulator is available in comparison with the
real MRI system. 3D simulations are very time consuming,
that is why 2D sample "2D 2-spheres" (Fig. 1) was selected
as the object in MRI simulator JEMRIS. This sample allows
to explore two tissues simultaneously.

Fig. 1. Sample "2D 2-spheres":
1 - bone, 2 - cartilage

Results. Parameters used in the simulation correspond
to real parameters of bone and cartilage.

The new pulse sequence. After signal suppression
images shown in Fig.2 were obtained. Contrasts are
90+10% and 86+9%, SNR are 5.00 and 6.59 respectively.

Optimization of delay between RF-pulses by a high
contrast and maximum SNR of reconstructed tomogram
was done. Examples of obtained images shown in Fig. 3.

Delays are 400 ms and 750 ms respectively. Results of
mathematical modeling showed that the contrasts in these
cases are 63+12% and 90+10% and SNRs are 6.51 and
7.87 respectively.

Fig. 2. Reconstructed tomograms:
a — the cartilage image
(the bone signal was suppressed);
b — the bone image
(the cartilage signal was suppressed)

Fig. 3. Reconstructed tomograms were obtained
by the new pulse sequence with delay between RF pulses in:
a-300 ms; b —-400 ms; ¢ =700 ms; d —-800 ms

bSSPF studies consist of SNR dependence upon
repetition time TR, excitation time TE and flip angle. Fig. 4
shows SNR as a function of TR from both cartilage and
bone with excitation time TE = 0.5TR and flip angles of
22° and 53°.

It can be seen that SNR decays with the increase of
TR. Fig. 5 shows image degradation at long repetition
times TR.

For studying SNR dependence upon excitation time TE,
TR was set to 6 ms based on the aforementioned results.
Flip angles remained the same. TE was changed from 1 to
5 ms with increment of 1 ms.

No visible changes of SNR were registered, but
cartilage contrast is slightly better with TE =3 ms
(~0.5TR).

The most important task was to find an optimal angle,
so that both cartilage and bone SNR were of satisfactory
values. TR =6 ms and TE = 3 ms were chosen.

Fig. 6 shows SNR dependence upon flip angle with
clearly visible maximum cartilage SNR of ~17 around
20-23° with bone SNR of ~12 at the same angle. Choosing
flip angle that maximizes bone SNR (53°) is not rational
because of significant cartilage SNR drop at this angle.
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Fig. 4. SNR dependence upon TR, flip angle 22°(a) and 53°(b).
SNR of cartilage is marked with dots, SNR of bone is marked with crosses

Fig. 5. Image degradation with TR =40 ms
and TE = 20 ms (right) compared to TR =4 ms and TE = 2 ms (left)

To compare SNR-efficiency the image with the same SNR
of both tissues using classic GRE pulse sequence
(TR/TE/angle = 500ms/10ms/51°) was acquired. Time to
achieve SNR of 17 for cartlage and 12 for bone was
15m 13 s using GRE and 10 m 17 s using bSSFP, making
bSSPF 22% more SNR-efficient than classic GRE sequence.
This difference in efficiency can be used for shortening scan
time or for improving overall image resolution.

Conclusion. We have proposed two procedures for
optimal signal suppression of bone and cartilage in MRI.
Inversion-recovery is the most effective when delays between
RF-pulses are 400 ms and 750 ms for bone and cartilage
suppression. The contrasts are 63+12% and 90+10% and
SNRs are 6.51 and 7.87 respectively. bSSFP achieves the
best separaton with TR/TEAlip angle = 6 ms/3 ms/22°
acquiring cartilage and bone SNRs of 17 and 12 respectively.



ISSN 1728-2306 PALIO®I3UKA TA EJIEKTPOHIKA. (1)19/2013 ~ 55~

20

16

12

SNR

0 10 20 30 40 50 60 70
Flip angle, grad

Fig. 6. SNR dependence upon flip angle with TR = 6 ms and TE = 3 ms.
SNR of cartilage is marked with dots, SNR of bone is marked with crosses
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C. PapyeHko, kaHA. ¢i3.-maT. Hayk, T. MepLlumnHa, cTyA., |. TONOKOHHIKOB, CTyA.
kad. MegnyHoi pagiodismku, papiodiznyHumn dakynbsTerT,
KHY imeHi Tapaca LLeB4eHka, Kui

OMNTUMANBHE NMPUAYLIEHHA CUTHANIB KICTKU | XPALLA B MPT

IMpedcmaeneHo HaditliHi npouyedypu Onsi 8iddineHHs1 Kicmkoeux i XpsIW08UX MKaHUH Ha Ma2HimHo-pe3oHaHcHux (MP) 306paeHHsIX. 36inbuweHHs1
OucbepeHyiayii 3a KOHMpacmom i cniegiGHOWeHHsIM cu2Ha-wyM y 3arnporoHo8aHuUx Memodax 3aCHO8aHO Ha 3asleXXHocmi &id iMnynbCcHoi nocsidoeHocmi.
IMepwuti Memod 6a3yembcsi Ha Hoeili iMnynbCHiIl nocnidoeHocmi Ansi MP 306paxeHb Kicmok i xpsiwie, sika 0o3eosisie npudywumu cuzHan eid odHiei
mKaHuHU i ei3yanisyeamu iHwy i Haenaku. [pyauli Memod — ye onmumi3zayis nocnidoeHocmi balanced steady-state free precession. MamemamuyHe
modersioeaHHs1 rokasye npsive 36inbweHHs ougbepeHyiauii mKaHUH NpU ONMUMarbHUX 3HaYeHHsIX Yux rocsidoeHocmell, ompumMaHux OJsi 8UCOKO20
KOHmMpacmy Mix Kicmkoro i XxpsiuyeM i 8esIUK020 crig8iOHOWEHHSI CU2Ha-WyM.

Knroyoei cnoea: mazHimHoO-pe3oHaHCHi 306paXkeHHs1 KiCmokK i xpsiujie, crieeiOHOWEHHsI cu2Han-wyM, KOHmpacm, onmumisayisi iMnysibCcHol
nocnidosHocmi.

C. PapyeHko, kaHa. ¢u3.-mat. Hayk, T. NepwmuHa, cTtyA., U. TONOKOHHMKOB, CTYA.
kadc. meanumnHckon paguocdnsnku, paaguodunsnyeckuin hakynbrer,
KHY nmenu Tapaca LLleB4eHko, KueB

ONTUMANBbHOE NOAABJIEHUE CUTHAJIOB KOCTU U XPALLA B MPT

lMpedcmaeneHo HadexHble npouedypbl Onsi omoesieHUss KOCMHbIX U XPpsiujeebiX mkaHeli Ha Ma2HUMHO-pe3oHaHCHbIX (MP) u3obpaeHusx.
YeenuyeHue dughghepeHyuayuu rno KOHMPacmy u COOMHOWEHUIO CU2Ha-WyM e npedsioKeHHbIX Memodax OCHO8aHO Ha 3aeUCUMOCMU OM UMY IbCHOU
nocnedosamenbHocmu. llepebiti Memod 6a3upyemcsi Ha Hogol umrynbCHoU nocnedosamenibHocmu Ansi MP u3obpaeHuli kocmeu u xpsiwjeli, Komopasi
rnoseonislem nodaeumb cu2Ha;m om OOHOU mMKaHU U eu3yanu3upoeams emopylo u Hao6opom. Bmopoli memod — amo onmumu3ayusi
nocnedosamenbHocmu balanced steady-state free precession. Mamemamu4eckoe ModesiuposaHue rnoka3bleaem npsiMoe ysenuvyeHue ougghepeHyuayuu
mKaHell Mpu oNMUMa’sbHbIX 3Ha4YeHUsIX IMux rnocsedoeamesibHocmeli, MoJTy4YeHHbIX Of1s1 8bICOKO20 KOHMpPacma Mexdy KOCmbHo U Xpswom u 60/1bui020
COOMHOWEHUST CU2Ha-WyM.

Knroyeeble crioea: MazHUMHO-Pe30HaHCHbIe U306paxeHusi kocmel u xpsiujeli, COOMHOWeHUe Cu2Ha-WyM, KOHmMpacm, onmumu3ayusi UmMnyssCcHol
nocnedosamesibHoCMuU.
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MOLECULAR FULLEROL C60 AND BIOTIN WATER SUSPENSIONS :
MODELLING AGGREGATION AND OPTICAL ABSORBTION SPECTROSCOPY TESTING

The peculiarities in the absorbance spectra — the absorption bands with maxima near 266, 340 and 522 nm — for Cg(OH)n(O)m
aggregates in water, which are controlled by the addition of biomolecules ( biotin with 1TmM content) were revealed. With aim to explain
these peculiarities the proposed model for deaggregation of hydroxylated Cs with C-O” by biotin molecules due to the interaction
between its C-OH™ and biotin (-CO)" groups with the self-organization Cs, quasicrystals with observed absorbance peak at 400nm

confirming of this model.

Key words: Cg, aggregates, Cg derivatives, suspension, biotin

Introduction. Chemical and physical features of
fullerene Ceo, together with its spherical shape, have raised
the hope of successful use in many different areas either in
biological or material chemistry (6, 1). The condensed
aromatic rings present in the compound lead to an extended
p(n-1t) conjugation of molecular orbitals causing significant
absorption of visible light. The facile electron acceptability of
up to six electrons makes them good candidates as electron
acceptors (10, 11). Also, fullerene compounds have avid
reactivity with free radicals. Potential biological activities of
fullerenes have been investigated with the aim of using it in
the sphere of medicine (5-7). An important hindrance for this
application is the low solubility of fullerenes in polar solvents
and the consequent formation of aggregates in aqueous
suspensions (4). However, the development of covalent
chemistry of Cgo has revealed the possibility to attach these
spherical structures with several groups, which allow
increment in the biological activity (1, 3, 8). Therefore, for
future performance in biomedical application, fullerenes have
to be functionalized by dint of hydrophilic substituents. Many
substituents have been bound attached to Cgy to produce
water solubility, such as:

1) negatively charged carboxylic acids (10), 2) positively
charged quaternary ammonium (4), 3) neutral poly (ethylene
glycol) (4). Within this category of water-soluble fullerenes,
the hydroxylated Cgyo — Ceo(OH), holds a special place and
has already been studied in very various fields (5).

Variety biologically important biospecies such as
enzymes proteins and antibodies can be used as
recognition elements for biosensors (7). However, because
most of these biologically important biospecies are water
soluble, they cannot be employed as recognition elements
of biosensors. In addition, these water-soluble biospecies
are difficult to recover and reuse after analysis by the
biosensors. Therefore, water-insoluble and biospecies
were prepared and applied as reusable recognition
elements of biosensor (6) There are immobilized Ceo-
biospecies, e.g. Cgo-catalase, Cego-anti IgG and Cgo-anti-
hemoglobin were also applied as coating.

The fullerene C.gp molecule has 30 double bonds and
can be considered as an olefin molecule. Like olefin
molecules, fullerene Cgp can be electrophilicly attacked by
electron-releasing molecules such as amines (8). The
enzyme, protein and antibody molecules like amines
contain the NH group, so they can be expected to
chemically materials for biosensors to detect various
biospecies, e.g. hydrogen peroxide, 1gG, anti-gliadin and
hemoglobin in suspensions.

We have found that nano — Cgy can form over a wide
range of mixing conditions and pH and is quite stable at
ionic strengths, at or below 0.05 |, for months. Andrievsky
and al. suggested that pH was an important parameter for
these colloids because of the stability of the surface
charge. This are founded that for pH values between 3.75
and 10.25, nano-Cgp is formed and that, as the pH of the
water is varied, a change in the average particle size is

observed. Higher pH values result in smaller nano-Ceo
populations and lower pH values give rise to larger particle
populations. In addition, as the pH is increased and the
average particle size is smaller, a blue shift in the UV/Vis
spectrum is observed in the 330-350 nm range (7).

With this information about the physical structure,
chemical properties, and stability in hand, we examined the
biological effects of Cgo using biotin molecules (9).

Biotin — dependent carboxylases catalyze a variety of
carboxyl transfer reactions in a number of metabolic
pathways and are found in all free-living organisms. They
are large molecules which can comprise a single polypeptide
chain with three domains or up to three subunits, each of
which performs a particular part of the overall reaction. Biotin
plays a central role in the action of enzymes (2, 3).

Results and discussion. The aim of the investigation
is to reveal peculiarities in absorbance spectra — electronic
structure — of the hydroxylated Cego in water suspensions
(Fig.1a) with biotin molecules. Biotin is composed of an
ureido (tetrahydroimidizalone) ring fused with a
tetrahydrothiophene ring, which is an organic compound
consisting of a five-membered ring containing four carbon
atoms and a sulfur atom.(3) A valeric acid substituent—
straight chain alkyl carboxylic acid with the chemical
formula CH3(CH2)3COOH) — is attached to one of the
carbon atoms of the tetrahydrothiophene ring.(Fig.1b).

HO

b

Fig. 1. Schematic images of: a — C¢(OH),(O)m aggregate in
aqueous as a network of intermolecular located inside
hydrogen bonds and with negatively charged O~ which are
located outside the aggregate's core; b- atomic, structural
model of biotin molecule C1H1sN.03S

© Tomylko I., 2013



ISSN 1728-2306

PALIO®I3UKA TA EJIEKTPOHIKA. (1)19/2013

~ 57 ~

We build our model on the hypothesis that biotin has
"+" charge on the chemical tails like as (-CO)" or "-" charge
like (COQO) groups, in water suspensions.(13) Then,
hydroxylated Cego in water suspension will have model
Ceo(OH)«(O)y aggregate is presented in Fig.1,a (11, 12)

For the experimental verification of Cgy aggregates
model in water suspension (Fig.1a) and ones changing
with added biotin molecules having "+", "-" charges, which
induce self-organization groups from Cgo (C—O)" biotin with
(-CO)" group were preparing water suspension with
controlled pH =10.2 to 2.2. controllability of the consist by
added biomolecules in water suspension were determined
from absorbance spectra at 200-300 nm range for biotin
(D- Biotin, C1oH16N203S, Sigma-Aldrich). We started with
fullerene Cgo, >99% pure, MER Corporation Fullerenes.

UV-vis absorption spectroscopy was performed using a
UV-vis-NIR spectrometer Jacobs32 and carry out experiment
at 300K. The suspensions prepared with ultra pare water
(18.2 MQcm"1); Milli-Q purification systems Millipore.

The typical absorption spectra for biotin molecules in
aqueous suspensions are presented in the Fig.2. The
intensity decreasing for absorption bands for biotin
molecules incubation during 6 days and maxima are
centered at 214nm and 258 nm(the curves 1), and the
shifting of these maximum positions after incubation period
(the curves 2, respectively) correspondingly to 219 and
262nm are revealed. These peaks confirm our model for
building active pair biotin molecules/Cgo derivatives, as
biotin have absorption maximum in region 210-300 nm,
which corresponds to absorption of Cgo derivatives.

216
18
14 |

1,0

Absorbance, a.u.

258

0,6 -

Mooy wmeaq «

200 300 400 500 600
Wavelength, nm

Fig. 2. Recognition of absorption bands initiated
by incubation of biotin molecules in aqueous suspension
during one day after preparing (were recorded several times)
and during three days (were recorded several times)

As was shown in investigations of particle stability at
relevant ionic strengths that fullerene aggregates will not
remain in solutions simulating seawater or even brackish
waters with ionic strengths at or above 0.1 1.

However, at ionic strengths below this (0.05 | and below)
an appreciable percentage (0.05 I) if not all (0.01 and 0.001
1) of aggregates remain stable for 15 weeks. These results
are important as potential long-term stability is limited to
aqueous systems at below 0.05 |, which includes most
freshwater environments such as typical groundwaters and
surface waters (8). But this study did not investigate other
coagulating factors, such as protein, humic acids, or sorption
onto or within solid matrixes such as organic matter and soil
fractions, which may influence stability.

Two intense broad absorption bands with maxima at
265, 351 nm (Fig. 3) and 270, 347 nm (Fig. 5) dominate in
the range 190—-410 nm for the fullerene aqueous solutions
without and with biotin molecules. The energy positions of
these maxima correspond to allowed electron transitions
huo—hag (264, 284 nm) and hg,gg—tiu (340, 336 nm) (12).

222

Absorbance, a.u.

200 300 400 500 600 700 800

Wavelength, nm

Fig. 3. Recognition of absorption bands initiated
by incubation Cg, derivative molecules in aqueous
suspension: the comparison of the absorption spectra
of C¢ derivatives after preparation and after period
two days (recorded several times)

354
442

Absorbance, a.u.

0,4

0,0

200 300 400 500 600 700 800
Wavelength, nm

Fig. 4. Deconvolution of C4 absorption spectrum shows

positions of four bands, residuals are scarcely evident.

The positions of Ib, llb, lllb , IVb bands are at 222, 266,
354 nm and 442 nm, respectively

The shifts between the maxima in Cg and Ceo/biotin
suspension are 2 and 4 nm. With aim to detect the changes
in the a marked absorption band for Csg fullerol under biotin
fictionalization we analyzed the spectra in 200—400 nm
region (Fig.5) because, as it can see from Fig.4, the fullerol
have the position of the absorption max at 266 nm (12).

In our investigation we founded: Position | peak for 1
spectrum — 3,63; 2,3 spectrum — 3,62; 4 spectrum —
3,63(eV); Position Il peak for 1 spectrum — 4,65; 2,3
spectrum — 4,63; 4 spectra — 4,65(eV); Position Il peak for
1 spectrum — 5,64; 2,3 spectrum — 5,7; 4 spectrum — 5,72
(eV) (Fig.6). We can conclude that after adding biotin
changes in position evaluated near 0, 01 and 0,2 eV. We
suggested this molecular surface modification of the
fullerene molecules is promising to the biological activity.



~ 58 ~

B 1 C H U K KuiBcbkoro HauwioHanbHoro yHisepcurerty imeHi Tapaca LleBueHka

ISSN 1728-2306

When we added biotin molecules we observed shift in
longest wavelength region for biotin suspension and it is
confirm the changes of pH solution, it is mean that — OH
group in fullerol core added in biotin molecules. The
comparison of spectra for fullerene solutions with biotin
molecules demonstrates the decreasing of the absorbance
bands intensity for fullerol Cgo with maxima, centered at
266nm and their maximum position shifting to 270nm, after
addition biotin in this solution. We can predict that all - OH
group are reacting with single biotin molecule.

N
N
N

Absorbance, a.u.

0,6

0,2

T T
200 300 400 500 600

Wavelength, nm

Fig. 5. Recognition of absorption bands initiated by biotin
molecules at interface with C¢, derivatives in suspension:
the comparison of the absorption spectra of C¢, derivatives
with biotin molecules recorded several times
1 — after preparation, 2 — after 6 days
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Fig. 6. Recognition of absorption bands initiated by biotin
molecules at interface with Cg, derivatives in suspension:
the comparison of the absorption spectra of C¢, derivatives
with biotin molecules recorded several times 1 — after
preparation ( #1, 2 curves), 2 — after 6 days (#3, 4 curves)

In the range of 410-650 nm absorption spectrum of
fullerol suspensions there is a wide area of absorption
available between 425 and 570 nm, which is a
characteristic feature of the absorption spectra of crystals
of Ceo molecules in the film. The appearance of the
absorption band associated with close electronic
interaction between neighboring Cey molecules in the
crystals, and its location within the 450 and 600 nm
depending on the shape and density of the location of
these crystals (12). The weak bands near 442 nm
appeared in these region (Fig.4). It is known that in the
range 490-640 nm (1.9-2.5eV) (Fig.6) the weak

absorption takes place associated with electric dipole-
forbidden transitions between the one-electron HOMO level
with h, symmetry and one-electron ti, LUMO level.

Conclusion. In optical absorbance spectra for Ceo
aggregates (model in Fig.1a) in prepared water
suspensions with and without added biotin presented in
Fig. 3 and Fig.5, correspondently, we observed: 1) in
compare with theoretical calculations for optical transition
in Cso molecule (the peaks in the absorbance spectrum are
at 220, 263, 345, 450 nm) for Ceo aggregates is the two
main peaks at 266 nm and 340 nm (Fig.3), which
correspond of the absorbance on (-OH), groups and O~
(groups), respectively. We evaluated that Cso have
components 11 for C-OH groups and 7 for C-O ~ groups
(5, 9); 2) added biotin molecules determined the shifts of
the position of the absorbance peaks from 266 and 354 to
271 and 258, 337 nm, respectively. The intensity of
absorbance for Cgo aggregates in suspension with and
without biotin molecules coincides from 450-650 nm. We
assume that the pairs from C-O™ /one in bases with "+"
charge self — organized and than added electron transition
at this interface were revealed. 3) due to biotin molecules
addition in Csp suspension the absorbance peaks,
corresponding electron transition in Cg aggregates
disappear. It is the base for our hypothesis about
deaggregation of hydroxylated Cgp due to the interaction
between its C—-OH™ and biotin (—~CO)" groups. Finally,
model of organization by biotin molecules of Cegp
quasicrystals confirmed by changes in 410-650 nm region.
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|. Tomunko, acucteHT, kad. Meany4HOI pagiodismku,
papiodpisnyHuin cpakynbtet, KHY im. Tapaca LLeBuYeHka, Kuis

MOJNEKYNAPHI BOAHI CYCMNEH3II ®YNNEPONY Ce TA BIOTUHY : MOOENIOBAHHSA ArPErALIT
TA NIQTBEPOXEHHA ONTUYHUMU CNEKTPAMU NOMMMUHAHHA
lMpoaHanizoeaHo ocobnueocmi criekmpie no2auHaHHsA 3 Makcumymu 6ins 266, 340 ma 522 Hm Ans Ceo(OH),(0),, acpe2amie y 800i, siki kepyrombcsi
0dodaeaHHsIM 6iomonekyn (6iomuH 3 koHueHmpauyicto 1 uM). 3 mMemoro ob6z2pyHmyeaHHs1 OaHHUX ocobriueocmeli 3anpornoHoeaHi modeni Ans
desazpezauii 2idpokcunbeaHozo Cg 3 C-O° 6iomuH Monekynamu 3a paxyHoK e3aemodii mix C-OH ma (-CO)* zpynamu 3 camoopzaHizayieto
Keasikpucmariie 3 nikom no2nuHaxHs npu 400 HM, sikuli cnocmepizanu, ma niomeepdxye daHy Moderb.
Knroyoei cnoea: Cg acpezamu, Cqy NoxidHi, cycneHsisi, 6iomuH

W.Tomunko, accucteHT, kad. MeAULIMHCKOW paanodusnkm,
papuodusmnyeckui cpakynbteT, KHY um. Tapaca LlleBueHko, Kues

MONEKYNAPHBIE CYCMNEH3UN ®YIIIEPOJIA Ceo W BAOTUHA: MOOEJNIMPOBAHUE ArPETMPOBAHUA
M NOATBEPXAOEHUWE ONTUYECKUMU CNEKTPAMU NOIMMOLUEHUA
lMpoaHanu3supoeaHbl 0cO6eHHOCMU CMeKMpPoe Mo2/I0WeHUsI C MakcuMyMamu e6nu3u 266, 340 u 520 HmM Ons Ce(OH),(O), acpecamoe e eode,
Komopele ynpaenstomcsi dobaeneHuem 6uomonekyn (6uomuH ¢ koHueHmpauyueli 1uM ). C uenbto 060cHO8aHUsI 3mMux ocobeHHocmell NMPednIoKeHb!
modenu Onsi desaepeauposaHusi 2udpokKcunuposaHHo2o Cgy Mosiekynamu 6uomuna C-O* 3a cyem e3aumodeticmeusi mexdy C-OH* u (-CO)* epynnamu u
camMoopaaHu3ayueli K8a3uKpucmasioe ¢ NNUKom noasmoweHusi npu 400 HM, komopbIli Habnrodascsi, u nodmeepxdaem GaHHYHO MOOe/Ib.
Knroyenie cnoea: Cgqazpecamsli, Cgy MPou3eo0HbIe, CycrieH3usi, 6UOMUH.
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THE INFLUENCE OF CO, CONCENTRATION ON THE EFFECTIVITY
OF SYN-GAS GENERATION FROM THE ETHANOL IN THE NON-EQUILIBRIUM PLASMA

The results of study of the influence of the CO, concentration on the syn-gas compound during the plasma assisted conversion of

ethanol in tornado-type electrical discharge are presented. The comparison between both the experimental and numerical simulation
results showed the good agreement. It was obtained that the concentrations of the main components of the syn-gas on the reactor

outlet do not depend significantly on the rate of CO, pumping through the discharge.
Key words: Plasma, numerical simulation, syn-gas, electrical discharge, plasma assisted conversion.

Introduction. Syn-gas (the mixture of carbon monoxide Experimental setup. Fig. 1 shows the scheme of

and molecular hydrogen) could act either a fuel or an
important component for the synthesis of different organic
materials [5]. Depending on the type and compound of
organic material one needs different ratios between
concentrations of CO and H, in syn-gas.

The several methods of syn-gas producing are existed
today. There are the treatment of the coal by the
overheated water vapors, the partial oxidation of the
natural gas, plasma chemical conversion of different
hydrocarbons, etc [7]. The latter method is very attractive
because it allows one to control the ratio H,/CO . Usage of
ethanol as the raw material for plasma assisted conversion
was proposed in [2]. The ethanol was chosen since it is
nontoxic and renewable fuel. It can be obtained from the
agricultural products and wastes. However, the generation
of syn-gas from the pure ethanol has one disadvantage;
namely, it does not allow one to control the ratio H,/CO .

In order to avoid it, the add of CO, into the ethanol during

the plasma assisted conversion is proposed. One can see
from the stoichiometric equation

C,H,OH +CO, — 3H, +3CO (AH=297.31 kJ/mol)
that the admixture of CO, allows one to decrease in two
times the ethanol consumption, since the carbon atoms
present in CO,. In addition, the syn-gas with different
ratios H,/CO could be obtained varying the ratio between

concentrations of C;HsOH and CO, .

In the present paper we propose to carry out the plasma
assisted conversion of ethanol in tornado-type electrical
discharge [1, 3—4, 6].

experimental setup. The main camera 71 is made from
quartz. The camera is closed from the upper and the
bottom sides by the metal flanges 2 and 3. The level of the
fuel 4 is kept constant by the pump through the orifice 5.
The metal electrode 6 cooling by the water could act as the
cathode or the anode.

15_\“\““/
12 m
\J 16
Dut of gas T2 1
T1 as
2 7 |2
A
1
4 (v
3
5 5
- 6 = PSU
Liquid =

water

Fig. 1. Experimental setup

The upper flange 2 acts as the second electrode. In the
middle of this flange the copper hop 717 with the nozzle 7 is

placed. The mixture of CO, and air is injected into the
vessel through the orifice 8 in the upper flange 2

© Tsymbalyuk A., Levko D., Chernyak V., Martysh E., Nedybaliuk O., Solomenko Ol., 2013
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tangentially to the cylinder wall 1 and creates a reverse
vortex flow of tornado type. Rotating gas 9 descends to the
liquid surface and moves to the central axis where it flows
out through the nozzle 7 in the form of jet 10 into the quartz
chamber 712. Since the area of minimal static pressure
above the liquid surface during the vortex gas flow is
located near the central axis, it creates a column of liquid at
the gas-liquid interface in a form of a cone with its height of
~1 cm above the liquid surface (without electric discharge).

The voltage is applied between the upper electrode 2
and the lower electrode 6 in the liquid with the help of the DC
power source powered up to 10 kV. Only one mode of the
discharge operation is studied. It is the mode with "solid"
cathode (SC): "minus" is on the flange 2. The conditions of
breakdown in the discharge chamber are regulated by three
parameters: the level of the work liquid, the gas flow rate G,
and by the value of voltage U. The ignition of discharge
usually begins at the appearance of the axial streamer.
Transition time to the self-sustained mode of operation is ~1-
2 s. The range of discharge currents varied within 100—400
mA. The pressure in the discharge chamber during the
discharge operation is ~1.2 atm, static pressure outside the
reactor is ~1 atm. The elongated ~5 cm plasma torch (710) is
formed during the discharge burning in the camera which
does not contain any oxygen.

In order to study the component content of the syn-gas the
gas chromatography and infrared spectroscopy were used.

Simulation model. In order to study the plasma
chemical processes the model proposed in [3—4] was used.
According to the model the gas is pumped through the
discharge region continuously. The discharge region is the
cylinder with the height equal to the distance between the
liquid surface and upper electrode and with the radius equal
to R. The total time of simulations was divided by three
intervals: first — the gas is pumping through the discharge
until all concentrations reach the constant values, second —
"combustion" in the post-discharge region where the change
of gas temperature because of chemical reaction was taken
into consideration. At the third stage the gas is pumped
through the camera 13 at the room temperature.

It was assumed that: 1) electrical power introduced into
the discharge was average over the whole discharge
volume; 2) the electric field was homogeneous and did not
varied in time; 3) plasma is homogeneous; 4) gas
temperature is influenced by the chemical reactions, heat
transfer and gas pumping. Therefore, the kinetics was
studied in temperature interval T = 520-1300 K. According
to this interval the kinetic mechanism [4] was chosen. The
model consists of 30 species and 173 reactions between
them (130 chemical reactions and 43 electron-molecular
reactions). The nitrogen was considered as a third body and
the generation of nitrogen containing species was neglected.

The following system of kinetic equations was solved
numerically in order to study the plasma chemical processes:

dN, G,
p :Se,+§k,.ij+§k,j,NjN,+...+VN, -
G ’ (1)
——N, —kN,
"4
Here N,, N, and N, are the concentrations of
molecules and radicals, k;, k,, are the rate constants of

i imi
chemical processes with the participation of i-th
component. The last three terms in Eq. (1) describe the
constant inlet and outlet of gas in the discharge region.

Term G/V-N? describes the inlet of molecules of primary
components (nitrogen, oxygen, water and ethanol). Terms
G/V -N; and kN, describe the outlet of gas from the
discharge due to both the air pumping and the pressure

difference between the discharge and atmosphere. The
rates of electron-molecular reactions are:
w 1 W,
Sep = @
4 €ei ZWei + ZM//
/ /

Here W is the power entered into the discharge, V is
the discharge volume, and ¢, is the reaction's threshold.
The power W was averaged over the whole volume V.
Also, W,, and W, are the specific powers spent in non-

elastic and elastic electron-molecular reactions,
respectively [4].

In the second camera (camera 12, Fig. 1) the system
(1) was solved only with the accounting for chemical
reactions. The change of gas temperature due to chemical
reactions was taking into account as well:

ar 1 an,
— = ——XH (T)u,—~. (3)
ot pC, dt

Here p is the gas density, C, is the average specific

P
heat capacitance of gas at the constant pressure, H, and

y, are the molar enthalpy and molar mass of i-th

component, respectively.

The Boltzmann kinetic equation in two-term
approximation was solved numerically in order to define the
electron energy distribution function (EEDF). The list of
electron-molecular process presented in Table 1 was
considered during the solution of Boltzmann equation.

Table 1
The processes which
were taken into account in EEDF calculations

Ne Reaction
1 H,O+e —>HZO((1OO)+(1OO))+e
H,0+e - H,0(010)+e

2
3 HO+e—>OH+H+e

4 H,O+e - H,0" +2e

5 H,0+e »H,0(J=0-0)+e
6

7

8

H,0+e—>H,0(J=0-1)+e
H,0+e —>H,0(J=0-2)+e
H,0+e —»H,0(J=0-3)+e
9 N, +e—> N, (AZ))+e

10 | Ny+e—>N,(a'Tl,)+e

1 N,+e—N,(v)+e
12 N,+e>N+N+e
13 N,+e— N; +2e

14 0,+¢e>0+0+e

15 | O,+e—>0,('A,)+e

16 0,+e—~0; +2e

17 C,H,OH +e - CH, +CH,OH +e
18 C,H,OH+e > C,H,+OH +e

19 C,H,OH +e - CH,CHOH +H +e
20 C,H,OH+e - C,H,OH" +2e

21 CO,+e —CO0,(100)+e

22 CO,+e —»CO0,(010)+e
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Ne Reaction
23 | CO,+e—>CO,(001)+e
24 CO,+e—>CO+0O+e

25 CO,+e—>CO; +e+e

The EEDF calculated at different values of gas
temperature are shown in Fig. 2.

It was obtained that the increase of the rate of CO,

pumping through the discharge does not influence
significantly on EEDF. It is caused by much smaller

concentration of CO, comparing with the concentration of

N, , i.e., the molecular nitrogen is plasma-forming gas.
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Fig. 2. The EEDF calculated at different gas temperatures;
the rate of CO, pumping is 4.2 (a), 8.5 (b), 17 (c) cm®/s

Results and discussion. The comparison between the
experimental data and the results of simulations at the
reactor outlet showed that the best agreement is reached
at T = 1020 K. Fig. 3 shows the comparison between the
concentrations of the main gas components at the reactor

outlet at the rates of air and CO, pumping of 82.5 cm®/s

and 4.25 cm®/s, respectively. One can see the
satisfactory agreement for all species.

0.6

W Experiment
0.54 O Simulation

0.4

0.34

0.2

Relative concentration

0.1

H2 CO CH4 CQH4 Csz Csz

Fig. 3. The relative concentrations of the main components of
gas mixture at the reactor outlet; the rate of air pumping is

82.5 Cms/s , the rate of CO, pumping is 4.25 Cms/s , gas
temperature in the discharge region is 1020 K

Fig. 4 shows the influence of the rate of CO, pumping on

the concentrations of the main components. One can see
that this rate influence slightly on the concentrations. During
the several microseconds after the discharge start the

dissociation of CO, by the electron impact is the main
channel of CO generation. Later, this process is changed by
the reaction HCO+O, > CO+HO,, which contribute
significantly into CO concentration ([CO]) comparing with the
process CO, +e > CO+O+e. Moreover, the CO, dissociation

by the electron impact cannot be considered as a noticeable
source of O. The simulations showed that the rate of

reaction of O, dissociation by the electron impact is two
orders of magnitude larger than the rate of CO, dissociation.
It is caused by two factors. On the one hand, [O,] is much
larger than [CO,]. On the other hand, the energy of O,

dissociation is smaller than that one of CO, .

In addition, simulations showed that the main channels of
H generation depending on the gas temperature are

t<49ps: Eth+H> C,H,OH + H,

t<0.61ms: OH,+H > H,+0,,

CH,CHO+H > H,+CH,CO

t<14ms: H,O+H > H,+OH,

CH,CHO+H > H,+CH,CO , Eth+H > C,H,OH +H,
t<0.5s Eth+H> C,H,OH + H,,

CH,CHO+H > H,+CH,CO

t<10s: C,Hy+H > C,H, +H,,

H,O+H > H,+0OH, C,H,+H > C,H, +H,

t>10s: CH,O+M > CO+H,+M.

At the same time, the main channels of CO generation are
t<3.4pus: CO,+e >CO+0O+e

t<0.86ms: CH,CO+M > CH,+CO+M

HCO+0, > CO+HO,

t<17.5s: CH,CO+M > CH,+CO+M

t>17.5s: CH,O0+M > CO+H,+M.

One can see that CO, does not influence explicitly on the
hydrogen concentration. Also, CO, participates in the main
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channels of CO generation . only during the first —+ Experiment
microseconds. Later, the generation of CO occurs from the H./CO )
hydrocarbons generated during the discharge. Therefore, 1.8 -=-Simul. T=1270 K
[CO,] has weak influence on the H,/CO ratio. The latter 1-2 LS —— . -a-Simul. T=1020 K
result is confirmed in experimental research (see Fig. 5). 1; [

Since CO, is used in order to control the ratio H,/CO in the 1

syn-gas on the reactor outlet, one needs to enhance the role 0.8 el e B =Y

of CO, in kinetics of H, and CO. It could be reached by the 0.6

increase of the time of influence of reaction CO,+e > g';

CO+0O+e on [CQ]. There are two possible ways, either the 0

decrease of gas temperature or increase of [CO, ] . 0 5 10 15 20

Rate of CO, pumping, cm®/s

9*10" Fig. 5. The dependence of [HZ]/[CO] ratio
1e==CO 2eH, T=1023 K .
17 on the rate of CO, pumping.
2 710" 3——=C,H; 4==CH, 5= C:Hs
S oV —1 Conclusions. The numerical simulation of plasma
5 k > assisted conversion of ethanol in tornado-type electrical
I = a ischarge was carried out. was obtaine at the
A 3 (a) disch d t. It bt d that th
E 410" concentrations of the main components of syn-gas do not
‘g’ e /4 depend significantly on the rate of CO, pumping through
o ZMo _5 the discharge. Also, the main channels responsible for the
generation of the main components were defined.
6 9 12 15 18 . )
The comparison between experimental results and
Rate of CO, pumping, cm’/s results of simulations showed that the best agreement is
reached at gas temperature of 1020 K.
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O. Llumbantok, Mon. Hayk. cniBpo6., CxiagHoykpaiHCbKMI HalioHanbHUI yHiBepcuTeT imeHi Bonoaumupa fans, JlyraHcbk,

[. NeBko, kaHA. i3.-maT. HayK, nocT-A0K, YHiBepcuteT Mons Cabatbe, Tynysa, ®paHuin, B. YepHsik, A-p ¢is.-maT. Hayk,

kad. diznyHoi enekTpoHikn, €. MapTu, a-p ¢is.-mat. Hayk, kacd. meauyHoi papiodisuku, O. Hegubantok, kaHA. is.-maT. Hayk,
0. ConomeHko, acn., kady. i3nyHOI enekTpoHiku, papiodiznuHmnn dakynbteT, KHY imeHi Tapaca LLleByeHka, Kui

BMMMB KOHLEHTPALII CO, Y FTA30BIA CYMILUI HA EQEKTUBHICTb OQEPXAHHSA CUHTE3-TA3Y
3 ETAHOJY B HEPIBHOBAXHI/ NNA3MI

Y po6omi npedcmaeneni pesynbmamu AocsliOKeHHs1 ernyiusy KoHueHmpauir CO2 Ha ckiad cuHme3s-2a3y npu nia3mMoximiyHili KoHeepcii emaHosy e
po3psidi muny "mopHado”. [NopieHsiHHSA pe3ynbmamie Modesto8aHHs 3 eKcriepuMeHmManbHUMU GaHUMU MoKa3aso xopouwly 8idnosgioHicme 3arnpornoHoeaHoi
qucenbHoi moderti. [Toka3zaHo, W0 KOHUeHmMpauii OCHOBHUX KOMIMOHEHMI8 2a3080i cyMmiwi cnabo 3anexampb 6i0 weudKocmi nNpokayyeaHHs C02 yepes

obnacmb po3psidy.
Knroyoei croea: nnasma, MmodesiroeaHHs, CUHMe3-2a3, efleKmpuYHuUll po3psio, nia3moximiyHa KOHeepcCisl.

O. Ubim6antok, M. Hay4. coTp., BocTouHOykpanHCKui HauMoHanbHbIN YHUBepcuTeT MMeHu Bnagumupa fans, JlyraHck,

L. NeBKo, kaHA. ¢pn3.-maT. HayK, NOCT-A0K, YHuBepcuteT Nona CabaTtbe, Tyny3a, ®paHuus, B. YepHsik, a-p ¢us.-mar. Hayk,

kadp. conanyeckon anekTpoHuku, E. MapTbiw, A-p dus.-mat. Hayk, kad. meamumHckon paguodusmku, O. Heabi6aniok, kaHa,. ouns.-maT. Hayk,
E. ConomeHko, acn., kady. omsmyeckomn aneKTpoHuku, paguodmsnyeckun dakynortet, KHY umenun Tapaca LLeByeHko, Kues

BNMUAHUE KOHLEEHTPALIUM CO, B TA30BOW CMECU HA 39®®EKTUBHOCTbL MONMYYEHUA CUHTE3-TA3A
U3 3TAHONA B HEPABHOBECHOM NNA3ME

B pa6ome npedcmaeneHs! pesynsmamsi uccnedoeanus enustus konuenmpayuu CO, Ha cocmae cunmes-2asa npu nnasmMoxumuyeckoli KoHeepcuu

amaHona e paspside muna "mopHado”. CpaeHeHue pe3ysibmamoe MoOeslupo8aHUsi C 3KcrepuMeHmasnbHbIMU OaHHbIMU [1OKa3ano Xxopouee
coomeemcmeue npednoxeHHol YucneHHol modenu. Toka3aHO, 4mMO KOHUEHMPauuu OCHOBHbIX KOMIOHEHMOo8 2a308o0li cMecu cnab6o 3asucsm om

CKoOpoCMU MpoKa4YKu CO2 yepe3 obnacmsb pa3psida.
Kmrouesnie cnioea: nna3ma, ModesiupoeaHue, CUHME3-2a3, afieKmpuYeckuli pa3psid, nia3sMoxumuveckasi KOH8epCuUsl.
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ELECTROMAGNETIC SIMULATION OF SPLIT RING RESONATORS IN KA-BAND

We consider artificial materials where possible to achieve the negative values of effective magnetic permitivity in the Ka-band
wavelengths of electromagnetic radiation ((26.5-40) GHz). Using electromagnetic modeling the parameters of the double ring resonators

are defined.
Key words: split ring resonators, metamaterials, Ka-band.

Introduction. In some artificial structures possible to
achieve negative values of effective permeability or
permittivity (or both) in finite frequency band. These
materials are called metamaterials [2; 5; 8]. The best-
known examples of media with negative permittivity are
low-loss plasmas, and metals and semiconductors at
optical and infrared frequencies; media with negative
permeability are ferrimagnetic materials near the
ferrimagnetic resonance. But the subject of our
investigation is the split ring resonators (SRR). These
artificial structures represent the metallic strips, coated on
the dielectric substrate. In the 19th century W. Weber
formulated the first theory of diamagnetism, discovered by
Faraday. He assumed the existance of closed circuits at
the molecular scale, and invoked Faraday's law to prove
that currents would be induced in these circuits when they
were under the effect of an external time-varying magnetic
field. As the secondary magnetic flux created by such
currents would be opposite to that created by the external
field. However, the diamagnetic effect associated with a
closed metallic ring is not strong enough to produce
negative values for . But, when add capacitance C to the
inductance of the ring L, we will see that polarizability
becomes negative above the frequency of

resonance o, =1/~LC . Some types of the SRR are

represented in Fig. 1.

SRR has many design solutions [2; 8]. Each has its
own special features and it defines their area of practical
use. Very important characteristics are resonant frequency,
width of the resonance band, magnitude of losses in the
band and beyond and, of course, ease of fabrication. SRR
are used to hide the object from external radiation, as
filters, in the media with negative refractive index. We
decided conduct research in Ka-band, because in this band
work many radars.

The aim of this work is to find the parameters of SRR
using electromagnetic simulation.

Simulation method. To calculate the geometric
dimensions can use the following methods: equivalent
circuit model [1; 7] and electromagnetic simulation.

The first method is that the resonator substitutes an
equivalent electric circuit. Parameters such as inductance,
capacitance and resistances are calculated. After, they
determine a resonant frequency. This method is relatively
simple. But this method has the error of determination of
the resonance frequency, which is 10 percent or more. In
Ka-band these error may be crucial.

We decided to use electromagnetic simulation.
Electromagnetic simulation uses Maxwell's equations to
determine the characteristics of a given device to his
physical geometry. Using electromagnetic simulation to
analyze arbitrary structure and provide very accurate results.
In addition, electromagnetic simulation free from the
restrictions that exist in models of electric circuits as well as
using the fundamental equation for calculating
characteristics. The disadvantage of this simulation is that
depending on the complexity of the structure increases the
required amount of memory and simulation time increases

exponentially. Therefore it is important to minimize the
complexity of the structure to the simulation was acceptable.

¥
A t

m

Fig. 1. Schematics of SRR elements: upper structure —
edge coupled (EC-SRR), lower structure — nonbianisotropic

(NB-SRR). For EC-SRR: r,, — large ring resonator radius,

ext
r, — inner ring resonator radius, c— resonators metal strip

width, d — distance between the rings, t — thickness
of the structure, € — permittivity of the substrate.
Metallization are in white and dielectric substrate in gray

Electromagnetic simulation uses the Galerkin method
of moments in the spectral region, which is very accurate
for the analysis of strip, microstrip, coplanar, and many
other random structures. This technique provides accurate
simulation results up to 100 GHz or higher.

Results and discussion. The first structure that was
simulated was EC-SRR (see Fig. 1, upper structure). As
the dielectric substrate used duroid 5880 with ¢ = 2.2,
losses tg & = 0.0009, thickness t = 0.125 mm, rings are
copper with thickness h = 17 uym. As a result of simulation
were obtained the following parameters for the EC-SRR:
external radius rexx = 0.6 mm, outer radius ro = 0.4 mm,
width of the rings ¢ = 0.1 mm, distance between the rings d
= 0.2 mm. The resonance curve is shown in Fig. 2.

© Chorniy V., Nechyporuk O., Skripka S., Danilov V., 2013



~ 64~

B 1 C H U K KuiBcbkoro HauwioHanbHoro yHisepcurerty imeHi Tapaca LleBueHka

ISSN 1728-2306

S21,dB

0

-5

-25
26.5 31.5

36.5 Frequency, GHz 40

Fig. 2. Resonance curve for EC-SRR
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Fig. 3. Demonstration of cross-polarization effects in EC-SRR. Solid line corresponds to the electric
and magnetic excitation, small dashed — magnetic, dashed — intermediate variant

From this graph we can determine the resonant
frequency fo = 32.2 GHz, the width of the resonance
curve (at the -3 dB level) Af = 2.43 GHz, loss at the
resonant frequency Lo = -20.73 dB. EC-SRR has
cross-polarization properties. This means that when you
change the orientation of the structure will change the
resonance curve. This is because not diagonal cross
polarization tensor components are not zero. In other
words, this type of resonators can excite not only the
alternating magnetic field perpendicular to the plane of
the rings, but the electric field that is parallel to the gap in
the rings. This effect is shown in Fig. 3.

This effect is also observed experimentally, but in the
range of 2 to 4 GHz. Results are shown in Fig. 4.
Experimental investigations were performed by using

analyzer of standing wave ratio and attenuation, open strip-
line waveguide and generator with microwave block. In
experiment used metastructures with different number of
SRR and different size parameters.

Next type SRR was broadside-coupled SRR (BC-SRR)
(see Fig. 5).

BC-SRR represents the two rings, coated on both sides
of the dielectric substrate. This type of resonator is free of
cross polarization effects. This is because the BC-SRR has
mirror symmetry [2; 3]. As a result of simulation were
obtained the following parameters for the BC-SRR:
external radius rext = 0.5 mm, width of the rings ¢ = 0.25
mm. The resonance curve is shown in Fig. 6.
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Fig. 4. Frequency response for metastructure that consists
of eight EC-SRR for different orientation on strip-line
waveguide. Dashed line — structure turned on 180°

BC-SRR represents the two rings, coated on both sides
of the dielectric substrate. This type of resonator is free of
cross polarization effects. This is because the BC-SRR has
mirror symmetry [2; 3]. As a result of simulation were
obtained the following parameters for the BC-SRR:
external radius rext = 0.5 mm, width of the rings ¢ = 0.25
mm. The resonance curve is shown in Fig. 6.
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Fig. 5. Broadside-coupled SRR. r,,, — external radius

of the ring, r, —inner ring resonator radius, c— resonators

metal strip width, t — thickness of the structure,
€ — permittivity of the substrate. Metallization are in white
and dielectric substrate in gray

0

-5

26.5 31.5

36.5 Frequency, GHz 40

Fig. 6. Resonance curve for BC-SRR

From this graph we can determine the resonant
frequency fp = 32.8 GHz, the width of the resonance curve (at
the -3 dB level) Af = 0.83 GHz, loss at the resonant frequency
Lo =-15.48 dB. As the band radars are operating frequencies
up to several GHz, the main disadvantage of this type of SRR
can be considered narrow band resonance curve.

Was drawn attention to the SRR with rectangular
geometry (see Fig. 7), are well established in the
manufacture of structures for hiding objects from the
probing radiation [6]. Such resonators are relatively simple
to manufacture. And by slight variations of length s and
radius r can be obtained gradient changes the effective
value of the relative permeability, if you create an

environment that consist of layers which in turn consist of
cells with this resonators.

As a result of simulation were obtained the following
parameters for the rectangular SRR: length | = 1 mm, width
of the rings w = 0.15 mm, length s = 0.25 mm. The
resonance curve is shown in Fig. 8.

From this graph we can determine the resonant
frequency fo = 30.9 GHz, the width of the resonance curve
(at the -3 dB level) Af = 1.45 GHz, loss at the resonant
frequency Lo = -18.79 dB. This type SRR has a good
resonance width, but it also contains cross polarization
effects. But the main advantage of such structures is the
relative ease of fabrication.
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S21, dB

r
Fig. 7. SRR with rectangular geometry. Metallization are in gray and dielectric substrate in white:
ae — cell size, r — radius, | — length of the resonator, w — resonators metal strip width, s — length
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Fig. 8. Resonance curve for rectangular SRR

Conclusion. Were considered and modeled different
types of structures, which may receive negative effective
permeability. It was found that different types of split ring
resonators have as advantages and disadvantages. This is
due to the geometry of the structure. These calculated
parameters are fit to make based on these resonators. The
most promising are rectangular SRR. Their geometry is
relatively easier in the long run the transition to optical
range is a very important argument in their favor. Also, they
have a rather broad resonance band. Varying length s and
radius r can change the value of the effective magnetic
susceptibility in sufficient range to create a gradient
refractive index that probe radiation will bend around the
object you want to hide.
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DEPENDENCE OF SYNCHRONIZATION COEFFICIENT CHANGING
FROM IZIKEVICH MODEL RECOVERY PARAMETERS
IN CORTICAL COLUNMN NEURONS FOR ASCENDING INFORMATION FLOW

The paper considers the synchronization of neurons in cortical column with complex dynamics for ascending information flow.
Graphics of the synchronization coefficient dependence from different variations of Izhikevich model recovery parameters were
constructed. For visual study of synchronization the raster plots were constructed and corresponding diagrams were plotted for the
opportunity to compare the synchronization coefficient on different layers of cortical column.

Keywords: synchronization coefficient in cortical column, ascending information flow, raster plot.

Problem statement. Converting signals and transmission
of information in the nervous system are of interest to
researchers applied various specialties, such as biophysics,
neurophysiology, medical informatics. Launched more than
half a century ago a description of oscillatory processes in
neural networks evolved from logical calculations and
evaluation of information capacity to the theory of
information flow concepts and synchronization of neural
activity of the cerebral cortex. [8]. Highly relevant research
directions of modern science is to discover the principles of
representation and transformation of information in the
human brain, depending on the architecture of its neural
networks. Due to the complexity of setting real experiments,
significant role in this process is played by model studies by
building computer models of neural networks. [3]

Analysis of recent researches and publications. The
study of cognitive functions of the human brain is one of the
leading trends in modern neurobiology, neurophysiology and
neuropsychology. One of the approaches to the study of the
processes occurring in such a system is the use of dynamic
models of neural networks of the brain [7].The basic
structural and functional unit of the cerebral cortex is a
cortical column. This term was first used by Economo [6] to
describe the vertically arranged rows of neurons that are
linked predominantly with vertical connections.

Various experimental studies showed that the count of
neurons in the vertical chain of neural cells is 110. [4] This
chain has a diameter of about 30 microns. The cortex of the
human brain consists of six different layers, each of which
can be identified by the type of neurons that are in it.

Synchronous neuronal discharges are recorded in
various brain structures (thalamus, sensory systems,
central olfactory cortex and neocortex), they play a key role
in the perception, selective attention and working memory.
Synchronous neuronal activity supports the coordination of
the locomotors system. Synchronization — is a mechanism
that provides life rhythms like breathing. But also the
presence of synchronization can be a sign of pathological

abnormalities. [5] For example, one of the symptoms in
patients with schizophrenia is disordering of the
mechanism of generation synchronous oscillations. [9]

The purpose of article. In this work it is investigated
the synchronization of neural networks with the architecture
of communications for ascending information flow in which
the neuron is described by the Izhykevych model. The
change of the coefficient of synchronization based on
changes in neural activity from recovery model parameters
in cortical column is investigated.

Results and discussions. It was investigated the
homogeneous neural structure, i.e. a network in which all
elements are identical and have the same neural
connections. All the studied neural systems are fully
connected, i.e. those in which each element of the next
layer take synaptic current from all the neural elements of
the previous layer structure and connected to all neurons in
a layer. The highest, the first layer contains few cells and
consists mainly of a set of axons. In our work on the first
layer of cortical column there are 9 neurons. The second
and third layers look almost the same, and are have both
11 neurons. The fourth layer consist of 15 neurons, and the
fifth consist of 17. The sixth layer is the deepest, and is
different from all others, it has the largest number of
neurons in this study — 47 neural elements (Fig. 1).

To describe the neural element for such morphology
network the mathematic neural model of Izhykevych was
used. It is two-compartment model that contains an
additional requirement for cell membrane discharge:

Y 0.04v2 +5v+140-u+1, Y~ abv—u)
ot ot

V<« cu<«u+d, ifv>=30mV,
where v and u are the dimensionless membrane potential
and membrane potential recovery variables respectively; a,
b, ¢ and d — dimensionless parameters. The variable u
simulates the activation of ionic K* currents and the
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deactivation of ionic Na* currents and provides negative
feedback to v. Variable / simulates external currents.

!

I [10,11,12,13,14,15,16,17,18,19,20]

I [21,22,23,24,25,26,27,28,29,30,31]

V. [32,33,34,35,36,37,38,39,40,41,42,43,44,45 46

v 47,48,43,50,51,52,53,54,55,56,57,58,39,60,01,62,63

04,65,66,67,08,08,70,71,72,73,74,75,70,77,78,79,80,
vl | 81,32,83,84,85,86,87,88,89,90,91,92,93,94,95,96,97,
98,9%,100,101,102,103,104,105,106,107,108,109,110

Fig. 1.The hierarchical structure of investigated network

Various choices of the parameters result in various
intrinsic firing patterns, including those exhibited by the
known types of neocortical and thalamic neurons [1].

Since we are interested in the question of
synchronization of different modes of neural activity, as in
the present study, we investigated the dependence of the
synchronization coefficient changes on recovery model
parameters in the cortical column.

Let us consider ascending information flow, which has
a relatively direct route displayed in Fig. 2. Information from
the lower column always comes in the fourth layer - the
main input layer. Then the cells of the fourth layer send
projections up to the second and third layer inside the
column, and then these layers are submitted to the input
layer synapses of higher areas. In this way the information
flows from area to area up to the hierarchy. [4]

higher colpmn

Ne of layer

>cortica|
column

lower column
Fig. 2. The ascending information flow

From [2] the parameter a describes the time scale of
the recovery variable u. Smaller values result in slower
recovery. A typical value is a=0.02. It was investigated the
change in the coefficient of synchronization depending on
the parameter a, for the whole cortical column (Fig. 3) and
for each of its layers (Fig. 4).

From fig. 3 we can see that the maximum value of
synchronization coefficient reaches on a=0.03 and puts
k=0.26. As for the layer synchronization, we can see that
on almost each layer the maximum value of
synchronization coefficient reaches on a=0.001, but
general synchronization coefficient only is k=0.206. From
fig. 4 we can see that at the fourth layer on any values of
parameter a the synchronization coefficient is bigger than
on other layers of cortical structure. The reason of this is
that the fourth layer is the input layer; it gets an applied
synaptic current which flows from lower cortical regions.
For parameter value a=0.03 it was constructed the raster

plot for ascending information flow in the cortical
column (fig. 5). Neural dynamics looks like mix mode -
intrinsically bursting with chattering (fig. 6).
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Fig. 3. Dependence of synchronization coefficient
from parameter a
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From [2] the parameter b describes the sensitivity of the
recovery variable u to the subthreshold fluctuations of the
membrane potential v. Greater values couple v and u more
strongly resulting in possible subthreshold oscillations and
low-threshold spiking dynamics. A typical value is b=0.2. It
was investigated the synchronization coefficient changes
dependent on changes of parameter b for the whole
cortical column (fig. 7), also the diagram of layer
dependence of synchronization coefficient from parameter
b was constructed (fig. 8).
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Fig. 7. Dependence of synchronization coefficient
from parameter b
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Fig. 8. Layer dependence of synchronization coefficient
from parameter b

From fig. 7 we can see that the synchronization
coefficient changes very fluently during varying parameter
b, values are oscillating at level of 5%. The maximum value
of synchronization coefficient reaches on b=0.6 and puts
k=0.315. If analyze the diagram (fig. 8), we can see that
the situation is the same, except the fourth layer, that is the
input layer and it has own dynamics of synchronization
coefficient changes, but it doesn't influence on the whole
picture. For b=0.6 it was constructed the raster plot for
ascending information flow in the cortical column (fig. 9).
Neural dynamics looks like intrinsically bursting (fig. 10).

Conclusions. By experiment we get that synchronous
regimes arise during variation of I1zhikevich model recovery
parameters. Researches of synchronization coefficient
dependence on changing these parameters showed:

= neurons activity in the cortical column model is
changed from the first to the sixth layer;
= the synchronization coefficient reaches its maximum at:

— on the parameter value a=0.03 the synchronization
coefficient k=0.26;

— on the parameter value b=0.6 the synchronization
coefficient k=0.315;

— the minimal synchronization coefficient is at the
parameter a, and the maximal value of the
synchronization coefficient is at the parameter b.
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Fig. 9. The raster plot for b=0.6

~ V,mV
4 T VM

30
20
10

i

Fig. 10. Neural dynamics for b=0.6

Reference

1. Connors BW. and Gutnick MJ., ‘"Intrinsic firing patterns of
diverseneocortical neurons,"Trends in Neurosci. , vol. 13, pp. 99-104, 1990.
2. Izhikevich E. M. Simple model of spiking neurons //IEEE Transactions on
Neural Networks. — 2003. — 14, Ne6. — P. 1569-1572. 3. Kochubej S. A..
Osobennostu rascheta koefficienta sinhronizacii nejronnyh setej / Visnyk
Dnipropetrovskogo universytetu. Biologija. Ekologija. — 2009. — Vyp. 17, t. 2.
— P.55-62. 4. Mauntkasl V., Organizujuschij princip funkcii mozga:
elementarnyj modul i raspredelennaja sistema // Edelman Dz., Mauntkasl V.
Razumnyj mozg. — M.: Mir, 1981. 5. Osipov G. V. Sinhronizacija pri
obrabotke i peredache informacii v nejronnyh setjah. Uchebno-
metodicheskie materialy po programme povyshenija kvalifikacii "Hranenie i
obrabotka informacii v biologicheskih sistemah”. Nizhnij Novgorod, 2007.
99s. 6. Petrov A. M., Giniatullin A., R. Nejrobiologija sna: sovremennyj
vzgljad. Uchebnoe posobie, Kazan: KGMU, 2012 — 109 P. 7. Rabinovich M.,
Varona P., Selverston A., Abarbanel H.. Dynamical principles in
neuroscience // Review of modern physics. 2006. Vol. 78. P.1213.
8. Romanov S. P. Kolcevye svjazi v nejronnyh strukturah i sinhronizacija kak
indicator ih patologicheskogo sostojanija. // Nauchnaja sessija MIFI — 2002.
Ch. 1 Nejroinformatika — 2002. 4 — ja Vserosijskaja nauchno-tehnicheskaja
konferencia. Obschie voprosi nejroinformatiki. Obrabotka izobrazhenij |
zvuka. Nejrobiologija. Modeli pamjati. Obrabotka vremennyh rjadov.
Kletochnye nejronnye seti, P. 126—133. 9. Vierling-Claassen D. Modeling
gaba alterations in schizophrenia: a link between impaired inhibition and
altered gamma and beta range auditory entrainment// J. Neurophysiol. —

2008. — Vol. 99, N 5. — P. 2656-2671.
Submitted on 21.05.13



~70 ~ B 1 C H U K KuiBcbkoro HauwioHanbHoro yHisepcurerty imeHi Tapaca LleBueHka ISSN 1728-2306

P. Autok, acn., M. KoHoHOB, kaHA. di3.-maT. HayK, kad. meanyHoi pagiodisnkm,
pagiodiznuHuin dpakynbtet, KHY imeHi Tapaca LLleByeHka, Kuis

3ANEXHICTb 3MIHW KOE®ILIEHTY CUHXPOHI3ALII .
BIA BIAHOBNIOKOYMX NAPAMETPIB MOAENI DKMKEBUYA Y KOPTUKAJTbHIWN KOJTOHLUI HEUPOHIB
ansa BUCXigHOro IHeOPMALIMHOIO MOTOKY

Y po6omi po3ansitHymo CUHXPOHI3ayito HelipOHie KOPMUKasIbHOi KOJIOHKU i3 CKilaGHOK OuHamikoro Onsi eucxioHo20 iHGhopMayiliHo20 MOMOKY.
3anexHicmb KoegbiyieHmy cuHxpoHi3auii eid pizHux eapiayili eiOHoeseanLHUX napamempie modeni bkukesuya nokasaHo Ha epadpikax. [ns eizyanbHoi
OUiHKU CUHXPOHI3ayii 6yno nobydoeaHo pacmpozpaMu ma OJis1 MOXJIU8OCMI MOPISHSIHHSI KoeghiyieHmMy CUHXPOHI3auyii Ha KOXXHOMY Wapi KOPMUKasbHOI
KostoHKU no6ydoeaHo eidnoeidHi diacpamu.

Knroyosi crosa: koegbiyieHm cuHxpoHizauyii y KopmukasnbHili KONIoHYi, sucxiGHull iHghopmayitiHuli momik, pacmpozpama.

P. Autok, acn., M. KoHOHOB, KaHA. pn3.-maT. Hayk, Kad. MeaAULMHCKOW paauoU3nKu,
papuodpusmyeckui cpakynbteT, KHY umenun Tapaca LLleByeHka, KueB

3ABMCUMOCTb M3SMEHEHUA KO®UUMEHTA CUHXPOHU3ALIMX .
OT NAPAMETPOB BOCCTAHOBJIEHUA MOOEJIN NXKMKEBUYA B KOPTUKAJIIbHOU KOJIOHKE HEMPOHOB
AnAa BOCXoAALWENo UH®OPMALIMOHHOIO MOTOKA

B pabome paccmMompeHa CUHXPOHU3ayusi HeliIpOHO8 KOPMUKAasibHOU KOJIOHKU CO CJIOKHOU OUHamukol Onsi eocxodsiue2o0 UHEOPMayUuOHHO20
rnomoka. 3asucumMocms KoaghghuyueHma CUHXpOHU3ayuu OJIsi pa3/luYHbIX eapuayull napamMempos eoccmaHoesieHus1 Modeniu Mukesuya rMnokasaHo Ha
2pacgpukax. [ eusyanbHOU OYEHKU CUHXPOHU3ayuu 6b1710 MOCMpPOoEHO pacmpozpambi U Orisi B03MOXHOCMU CpasHeHUs1 Ko3ghgbuyueHma CUHXpoHu3ayuu
Ha Ka)xOOM cJ10e KOpMuKaibHOU KOJIOHKU IOCMpPOoeHbI coomeemcmeyioujue duazpamMmMbl.

Knroyeenle crioea: kKoaghgbuyueHm cuHXpPOHU3ayUU KOPMUKasibHOU KOSIOHKU, 80CX00sWiull UHGhopMayUOHHbIU MOMOK, pacmpozpama.
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