BICHUK
KMIBCbKOIO HALIIOHANIBHOIO YHIBEPCUTETY IMEHI TAPACA LIEBYEHKA

ISSN 1728-2306
PAOIO®I3UKA TA EJIEKTPOHIKA 17/2012

3acHoBaHo 1999 poky

YOK 517

My6nikyroTbCA pe3yNbTaT eKCNnepMMeHTa/IbHUX Ta TEOPETUUHUX [OCAIAKEHDb Y rany3ax isuyHol enekr-
POHiku, disnku nnasmm, PisMkn noBepxHi TBEpAOro Tisia, eMiciliHOi eNleKTPOHIKM, KPiOreHHOoi Ta MiKpoesnekT-
pPOHiKM, HAaHO(DI3NKN Ta HAaHOENIEKTPOHiKKM, BUCOKOTEMNEPATYPHOI HAANPOBIAHOCTI, KBAHTOBOI pagiodi3unku,
(pyHKLIiOHaNIbHOI €NeKTPOHiKN, TBEpPAOTI/IbHOI €NeKTPOHikKM, MO6inbHOro 3B'A3Ky, Meau4Hoi pagiodisnkm,
MeToAiB OTPMMAHHA AiarHOCTUYHOI iHdopMauii Ta ii koMmn'roTepHOi 06po6ku.

[Ana HaykoBUiB, BUK/NagaYviB BULLOI LUKONN, CTYAEHTIB.

Experimental and theoretical contributions are published in the following fields: physical electronics,
plasma physics, solid-state surface physics, emission electronics, cryogenic electronics, microelectronics,
nanophysics and nanoelectronics, high-temperature supercondactive electronics, solid-state electronics,
functional electronics, microwave electronics, quantum electronics, mobile communication, medical
radiophysics, methods of receipt and computer processing of diagnosis information

Designed for researches, university teachers, students.

BIANOBIAAJ/IbHUW PEOAKTOP | 1.0. AHiciMOB, A-p ¢i3.-MaT. Hayk, npod.

PEOAKLIVHA C.M. JlleButcbkuii, A-p ¢is.-maT. Hayk, npod. (3acr. ronos. pepn.);
KOJErIf B.1. F'puropyk, a-p ¢is.-mat. Hayk, npod. (Hayk. pen.); T.B. PopioHoBa,
kaHA. ¢i3.-MaT. Hayk, CT. HaykK. cniBpo6. (Bign. cekp.); HO.B. Boiko,
KaHA. ¢i3.-maT. Hayk, gou.; B.I. Bucoubkuii, a-p ¢is.-maTt. Hayk, npod.;
B.B. lJaHnnos, a-p ¢is.-maTt. Hayk, npod.; B.B. InbueHko, A-p ¢i3.-MarT.
HaykK, npod.; B.I. KucneHko, kaHpa. ¢is.-mart. Hayk, gou.; B.®. Koa-
neHko, A-p ¢is.-mat. Hayk, npod.; L.M. KoBanb, kaHA. ¢i3.-maT. Hayk,
Aou.; M.B. KoHOHOB, kaHA. ¢i3.-maT. Hayk, gou.; B.l. JInToBueHko, A-p
¢is.-mat. Hayk, npod.; [.A. Menkos, pA-p &is.-maT. Hayk, npod.;
B.A. CkpuwieBCbkuii, A-p ¢i3.-MaT. Hayk, npod.

Appeca pepkonerii 03127, KniB-127, npocn. akaa. MNywkoBa, 4 r, pagiodisnuHuii bakynbreT;
@ (38044) 526 0560

3aTBepmeHo BueHoto papoto pagiodisnuHoro cdakynbrery
8 nucronapa 2010 poky (npotokon N2 4)

ATtecroBaHO Buwol0 aTecTauliiiHOK KOMICi€l0 YKpaiHu.
Mocranosa Mpe3unaii BAK YkpaiHu
N2 1-05/1 Bip 10.02.10

3apeecTpoBaHO MiHicTepcTBOM toCcTULIT YKpaiHK.
CeigourtBo npo [lep)xaBHy peectpauito KB N2 15797-4269P Bip 02.10.09

3acCHOBHMK KuiBcbkuii HalioHanbHUK yHiBepcuTeT iMeHi Tapaca LlleBueHka,
Ta BMaaBseUb BupaBHuuo-nonirpadiuHmnit ueHTp "KuiBcbkuii yHiBepcuteT"
CeigouTBO BHEceHO A0 [lep)xaBHOIO peecTpy

AK N2 1103 Big 31.10.02

Apnpeca Buaasus 01601, KniB-601, 6-p T.LLleBueHkKa, 14, KiMH. 43
@ (38044) 239 3172, 239 3222; cpakc 239 3128

© KwuiBcbkuii HauioHanbHU yHiBepcuteT iMeHi Tapaca LLieBueHka,
BupasHuuo-nonirpadiuHmii ueHTp "KniBcbkuii yHiBepcurter”, 2012



3MICT

Makcrota M., Bucoubkumn B.
OcobnuBoCTi kaHanBaHHSA PENATUBICTCLKUX EMEKTPOHIB Y 3apsaXeHnX KpuctanorpadivyHux nroLLmMHax
TOHHUX KPUCTATIB LiH T LID ..ottt ettt e oo oo ettt e e e e e e e e te et eaae e e s anteeeeaaaeaaaantsseeeeaannnssneeaaeeaannnnes 4

Makcrota M., Bucoubkun B.
OcobnuBocCTi kaHanioBaHHA Ta KBa3ixapakTepUCTUYHOIO BUNPOMIHIOBaHHS PENATUBICTCbKMX €NEKTPOHIB
y 3apsaXeHnx KpuctanorpadivyHnx NAOWMHAX IOHHOTO KPUCTANY LiF .......e e 14

Bex |, InbuyeHko B., KpaBueHko A., Tenera B., MpucsikHun B.
AHani3 pi3HMx B1AiB NPoayKTiB 3a JOMOMOrol HaniBnpoBigHNKOBUX Fra30BMX CEHCOPIB
Ha OCHOBI reTEPONEPEXOAY SNO2/P-Si.....eiiiiiiiiie ittt e ettt e e s b e e e e eb e e e s aane e e e sne e e e e asne e e s anreeenneas 25

Bacunbes €., KoneHos C.

Ondpakuisa ceiTna Ha akyCTUYHUX XBUNAX B MEPIOANYHOMY LLIAPYBATOMY CEPEAOBULL. ..ccouveeeerieeeeiiteee et e e nieeeesineeeens 28
Bep6a P.
MikpoXxBUnbOBI BNACTUBOCTI reKcaroHanbHUX MACUBIB MArHITHNX HAHOTOUOK .....cceveverererererereseseseeeeeseseseseseseresessseseserereeees 29

IrHaTbeB A., PagyeHko C.
YnbTpasByKOBUIN YNCNOBUIA CTPYKTYPHUI aHani3 edekTy BBy roOpMOHIB LUMTOBWMAHOI 3aM031 Ha CTaH ii TKaHWHM......32

InbyeHko O., O6yxoBcbkui B., HikoHoBa B., llemewko B., Kyuuk A.
JocnimkeHHs npoLeciB KOMMNIEKCOYTBOPEHHS B CUCTEMI METaAHOM-BOAA 3a JOMOMOrow
KOMOIHALINHOTO PO3CIFOBAHHS CBITIIA ....iiiuiiviiieeeeeeieiiitteeeeeeseeastaeeeeaesaaaataeeeeaessaasnsbaeeeaaeaesasssssaeaaesesassssseeeaeesaansnssnneaaesaanns 34

KocTteHko B., Copouak A., Yamop T., YeBHIok J1.
HBY i MarHiTHi BNacTMBOCTi antoMO3aMiLLIEHOTO FEKCAMEPUTY BAPIO ......eerurerririeiiie ettt ettt sree e 39

Menkos I'., Cno6oasiHiok [.
Mopir napamMeTpUYHOi HECTINKOCTI B (DEPOMATHITHOMY €ITIMCOTMI .. .uveieiiiiieeiitiee et ettt e e ettt e st e et e e neneee s 41

MoxoBuk A., PagueHko C.
MpoctopoBe 3D MoaentoBaHHS NOLUMPEHHS YNbTPa3ByKY B CTOXaCTUYHO HEOOHOPIAHUX
M'SIKNX OIOTMOTIUHUX TKAHUHEAX........eeeeieieeeeeeeieeeeeeeeeeeeeeeeeeeeeeesesee e e e e s s e s s e s essssesssssssesssssssssssssssssssssssnsnsnsssssssnssssssssssssnnsrnereeeeeeeees 43

HeTtpe6a A., Harynsik O., KoHoHoB M.
PeKoHCTpyKLis Ta cermeHTaLis 306paxeHb 3BaXKeHNX 3a ANGY3iet0 3 BUKOPUCTAHHSIM 3BUYANHUX
TOMOTPAMIMHMX LAHMX ...ttt eauteeeeauteee e ettt e s aaseeeeabs e e e aaate e e e aase e e o4k b et e e aab et e o2 se e e e e 1a b et e e aa s b et oo ab e e e e 1ab e e e e eaab et e e aae e e e bb e e e enbeeesnnee 46

Masntok C., Kyabmuy P.
BnnuBe 30BHIiWHLOT TeMNepaTypu Ha Moandikalito napamMeTpiB Aio4iB MOTY>KHUM iMMYNbCOM CTPYMY .........ovvereeeeeenernnee. 48

MpokoneHko O.
[MoporoBui MiKpOXBUILOBUN AETEKTOP HA OCHOBI CMIHOBOTO BEHTUIIS ...ceiiaeiaiiuiiiieaaaeaaaueteeeeaaeaaaanneeeeaaaesaaannsseeeaaaeaaanneens 50

Tanwurina [., AHicimos |., lleButcbkum C.
dopMyBaHHSA NOTOKIB 3apAaXeHMX YaCTUHOK B (DOHOBIN Nna3mi Ha NOYaTKOBIN CTagii MNa3MOBO-MyYKOBOI HECTIAKOCT. ...... 52



CONTENTS

Maksyuta M., Vysotskii V.
The peculiarities of relativistic electron channeling in charged crystallographic planes of LiH and LiD ionic crystals......... 4

Maksyuta M., Vysotskii V.
The pecularities of the channeling and quasicharacteristic radiation of relativistic electrons
in charged crystallographic planes of LiF i0niC CryStal ...........ooo i e e 14

Bekh L, il'chenko V., Kravchenko A., Telega V., Prysyazhny V.
Analysis of the different kinds of food by semiconductor SNO2/P-Si SENSOIS .........coiiiiiiiiiiie e 25

Vasyliev I., Kolenov S.

Diffraction of light by acoustic waves in periodic [ayered ...............oooiiii e 28
Verba R.
Microwave properties of hexagonal arrays of magnetic NANO0-AOLS ..........ocuiiiiiiiiiiii e 29

Ignatyev Y., Radchenko S.
Ultrasound quantitative textural analysis in effect of thyroid hormones' influence on tissue gland state........................... 32

il'chehko O., Obukhovsky V., Nikonova V., Lemeshko V., Kutsyk A.
Raman spectroscopy research on complexation processes in water-methanol solutions .............ccccovceeiiiiiiiec e 34

Kostenko V., Sorochak A., Chamor T., Chevnyuk L.
Microwave and magnetic properties of aluminium substituted barium hexaferrite.............cccoooiiii, 39

Melkov G., Slobodianiuk D.
Prallel pumping threshold in ferromagnetic €llipSOid...........c..iii i e neeees 41

Mokhovyk A., Radchenko S.
Spatial 3d simulating of the ultrasound propagation in stochastic heterogeneous soft biological tissues.......................... 43

Netreba A., Naguliak O., Kononov M.
Diffusion weighted image segmentation and reconstruction using simple MRI data...........cccocociiiiiiie i, 46

Pavlyuk S., Kuzmych R.

Impact of temperature to modification of diode's parameters of powerful current pulse .........c.cccooiiiiiiiiiiiii, 48
Prokopenko O.
Threshold spin-torque MICTOWAVE AEIECION ..........oiiiiiii ettt et 50

Tanygina D., Anisimov |., Levitsky S.
Formation of charged particles' flows in the background plasma at the initial stage of the beam-plasma instability......... 52



BUNYCK 17

UDC 539.12

M. Maksyuta, Ph. D., V. Vysotskii, Dr. Sci.

THE PECULIARITIES OF RELATIVISTIC ELECTRON CHANNELING
IN CHARGED CRYSTALLOGRAPHIC PLANES OF LiH AND LiD IONIC CRYSTALS

Y pobomi po3ansidaembcsi KaHaI08aHHSI PESIMUBICIMCLKUX eJIeKMPOHie y 3apsi0XeHUX naowjuHax ioHHux kpucmainie LiH i LiD.
lNokazyembcsi, wo npu nepexodi e yux Kpucmanax OG0 8UCOKOIHOeKCHUX KpucmasiozpaghiyHux mIowuH Moxuei iHeepcil
nomeHyiansHUX sIM y nomeHuianbHi 6ap'epu. [ocnidXyembcsi makox ennue memrepamypHo20 ¢hakmopa Ha Ccmpykmypu
nomenuyjianie e3aeMo0ii pesImueicMCcbKUX e/TeKMPOHi8 3 MaKuUMU 8UCOKOIHOEKCHUMU 3apsiOKeHUMU riiowjuHaMmu. Y eunadky 3apsio-
JKeHux nnowuH (111) npoeodumbcsi po3paxyHOK eHep2emuyYHuUX pieHie i crnekmpanbHuUx iHmeHcueHocmel, a Ha IiX OCHos8i
3dilicHroembcsi ideHmuikayiss ciekmpasnbHUX NiHill 3 eKcriepuMeHmarsnbHO iCHYIYUMU criekmpamu eurnpoMiHFO8aHHS.

Knroyoei crnoea: kaHantoeaHHs1 pesiimueicmcbKUX esIeKmpOHie, 8UCOKOIHOEKCHI KpucmanozpadgbiyHi nnowjuHu, ioHHi Kpucmanu,

criekmparsbHa iHmeHcueHicmb, MO3UuMpPoOHonodi6bHicme

The paper deals with the consideration of relativistic electron channeling in charged planes of LiH and LiD crystals. It is shown that
the inversions of potential pits into potential barriers may occur at using of high indices crystallographic planes of these crystals. It is
also investigated the influence of temperature factor on structures of interaction potentials of relativistic electrons with the high indices
charged planes. In the case of the charged planes (111) the calculation of energy levels and spectral intensities is made and the identifi-
cation of spectral lines to experimentally existing spectral radiations is carried out on their basis.

Keywords: relativistic electron channeling, high indices crystallographic planes, ionic crystals, spectral intensity, positron-likeness

Introduction. The problems of the creation of the in-
tensive sources of short wave radiation and the obtaining
of high-directed controlled mono-energetic charged parti-
cles beams are still urgent. Great attention is paid to the
problem of relativistic particle beams turning. To solve
these problems in [6 — 8] it has been proposed to carry out
the channeling of the charged particles in the charged
planes of ionic crystals of NaCl-type possessing some
anomalous peculiarities (in particular in ionic LiH crystal).
The essence of these anomalies deals with the fact that in
these crystals in positive charged crystallographic planes
and axis for the channeling negative charged particles
there occur quite deep potential pits in spite of low electron
and nucleus densities in these domains. At the same time
in negative charged planes and axis the depths of the po-
tential pits decrease, i.e. the orientation motion of negative
charged particles in these planes becomes partially posi-
tron-like (in particular cases it may be completely positron-
like). Such a motion regime could be used, for example, for
the optimization of the radiation sources on the basis of the
channeling relativistic electrons.

In consequence, in the case of the channeling of posi-
tively charged particles an electron-like motion regime
arises when the trajectories of the channeling particles
cross the planes or chains of crystal atoms. This effect, in
particular, can be used for the optimization of nucleus syn-
thesis systems on the basis of particle beams of the same
type correlating in a certain way with orientated crystal tar-
gets containing nuclei of different type.

At the usage of covalent crystals it is impossible to real-
ize similar regimes in crystals consisting of atoms of any
type. In particular, for the crystal lattices of light elements
the arising potential pits are not sufficiently deep for getting
an intensive high-energetic radiation. From the other side,
in the case of heavy atom crystals for which a great binding
energy of the channeling particles with crystal matrices
exist, the main are the processes of particle exit from the
orientation movement regime (such, for example, as
dechanneling, dissipation, absorption). Thus, the desirable
is the situation when there may coexist both, for the first
sight, mutually exceptional factors: the existence of low
electron and nucleus densities in the regions of the parti-
cles channeling and great binding energies of the particles

o, (r)= e{2[z+1]exp(—22r]+
a r ao

(1+a)

15ag

(p(r)—e{{exp[—zaorjp+a°]+exp[—2ﬁorj[1+Boj+21<0exp{—(ao+ﬁo)r
2(1+xq) a J\r a a J\r a ag

23 (1-a)

channeling with crystals. As shown in [7, 8], the advance in
this question solution is possible at the realization of planar
channeling in the charged (111) — planes of ionic crystal
LiH. The given paper deals with the investigation of these
phenomena just for ionic LiD crystal.

Note that these crystals are unique objects both for the
creation of the effective sources of quasi-characteristic rigid
radiation on the basis of the channeling effect and for thermo-
nucleus investigations on the basis of dd and dt synthesis.

Besides, the given paper shows that the charged parti-
cle orientation movement in high indices charged

(2m+12n+12p+1) planes of the considered crystals

(here m,n,p — non-negative natural numbers) possesses
additional anomalous properties (in particular, the influence
of temperature factor is investigated).

The calculation of interaction potentials of relativistic
electrons with the charged crystallographic planes of
LiH and LiD crystals. Let's calculate the potentials of the
charged particles interaction with arbitrary charged

(2m+12n+12p+1) planes of LiH and LiD crystals. To carry
out the numerical analysis it is necessary to proceed from
the following one-partial electrostatic potentials for Li* and
H™ (D7) ions. At this calculating these one-partial potentials
i ions the function

in the case of Li"

w1(r) =yZ"/nay exp(—Z*r/aO) is used for 1s-electrons (lo-

calized nearby lithium nucleus) [4], and for 2s-electron (par-
tially localized nearby lithium nucleus) the wave function

wave

12
wa(r) =(27»gr/15na8) exp(-Agrfay) is used where
Ay =0,797 [9]. In the case of H™ ion its both electrons will be
described by (r.r) = C[ exp(~aor —Porz) +exp(—cior o) |
Chandrasekhar wave function, where

P » 12
0 (ona3) |48 a0+ |

oy =1039 constant, B, =0,283 (see, for example, [12]).
The potentials got in such a way have a form:

2 3 4
r3+4ﬁr2+912°r+12%+15?0 exp| - +g}, (1a)
}\.2 }\,2 }\.2 2}&2/‘ 4o

)
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where a, - Bohr radius; K0=64cx8[58/(a0+[30)6;
Z*=Z7Z,,-p=43/16 - screened nuclei charge of Li";

B=5/16 — screening parameter corresponding to Li*
nucleus and calculated by means of a variation method
taking into account the fact that every of 1s — electrons

partially screens Li* ion nucleus from another electron; o
— degree of binding ionicity, which determines the prob-
ability of electron presence (belonging to Li atoms)
nearby H atoms. The contribution of the third electron of

Li* ion we calculate accounting its 1—a. probability to be
found in the field of a screened lithium nucleus formula
and with o probability in the field of hydrogen nucleus
formula. It explains the presence of 1-a and 1+a multi-
pliers in (1a), (1b) formulas.

Thus, from the formulas (1a) and (1b) it is evident

that electrostatic potentials of Li* and H™ (D™ ) ions are
represented as a sum of components exponentially de-
scendent and changed by Coulomb law. It means that

o0

V(x)=Vo 2

{x—kd +;’*]exp(—x* x—kd)+(1—a)exp[

_2x2x—de{xg(x—kd)4 L 23|x—kd  62,(x—ka)

k=—x
+2|x — kd| + 3a0}+(1+a) (x—kd+d +330Jexp(—2a°
2;L2 4(1+K0) 2 2(],0 ao
12| |x - kd - 9] 4 3% exp _(20+Po)
0 2 (0%} +B0 ao

where V :—Znez/S , x(x) — a step-like Heaviside func-

tion, A, :22*/a0 . In Fig. 1 the interaction potentials (3)

are shown on one period at electron channeling, respec-
tively, in "frozen" charged (111), (311) and (331) planes.

2TV(E), eV
-0,5 J 0,5 3

H (D)

Fig. 1. Electron interaction potentials at their channeling
in LiH (or LiD) crystal along charged "frozen" (111) planes
(the curve 1), (311) (the curve 2) and (331) (the curve 3)

In this and following figures the distances along ab-
scissa axis correspond to dimensionless &= x/d units,

where d = a/\/(2m+ 1)2 +(2n +1)2 +(2p+ 1)2 — a dis-
tance crystallographic planes of
(2m+1,2n+12p+1) including Li* and H™ (D7) ions, a

between

— a crystal lattice period. More detailed consideration con-
cerning the receiving of the last component in the formula
(3) will be given in the conclusion of the paper.

As it is seen from Fig. 1, these potentials common
character in spite of the essential changes of potential pits

o o 2o )

the first components are originated by electro neutral
skeleton of corresponding ions and the second ones
arise as a consequence of non-compensated positive or
negative charges that in definite directions lead to the
origination of the charged axis or charged planes. On
the basis of the following standard procedure of the av-
eraging by the planes:

V(x) =252 [ ol r = b7+ o,

s (2)

where S — a square of two-dimensional elementary cell in
the channeling planes (see, for example, [4]) with the us-

age of the formulas (1a), (1b) instead of the potential ¢(r)

in (2) we get the following expression for the potential of
the charged particles of Q (further Q =—e, since we con-
sider channelling of electrons) charges interaction with all
"frozen" charged (2m+1,2n+1,2p+1) planes built in turn

of Li* and H™ (D™ )ions:

2
+

ag 15a3 5a2

3a0] { 2
+— |exp| ——
2By

ao

X —kd ——

)

x—kd -

2

©)

depth and also the distance between the charged planes at
the transition to higher indices directions does not change:

the potential pits are present both in Li* "frozen" planes

and in H™ (D7) "frozen" planes. It is easy to show that on
these planes the potential (3) satisfies the following bound-
ary conditions:

2

oV (kd +0) oV (kd -0
{ (a + )_ ( )}__4756 Z )
X ox S
OV (kd+d/2+0) oV(kd+d/2-0)] 4ne’
ox ox s e

Conditions (4) mean that nuclei distribution density on "fro-
zen" planes has a singular character; i.e. is expressed as
follows:

p(x) zgki: [Z1;8(x —kd)+2Zy5(x—kd +d[2)], (5)

where §(x) — Dirac delta-function. It should be empha-

sized, that the potential obtained in the paper (the curve 1
in Fig. 1) at choosing the degree of ionicity o ~ 0,98, coin-
cides with the potential obtained in [10] for the analogous
"frozen" planes.

However the situation is essentially different accounting
the thermal motion of ions: due to the space oscillations of
the ions of LiH crystal caused by the thermal motion the
inversion of potential pits into the potential barriers is pos-
sible. Before confirming the fact let's stop on the procedure
of the potential averaging (3) by the thermal oscillations.

By means of the function of the ions deviation from the
equilibrium position

-2
f(x):(Znuz) exp(—x2/2u2), (6)
where u — an average amplitude of thermal oscillations,

the averaging by the thermal oscillations is represented as
the following convolution [2]:
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o Finally, after substituting (3) and (6) into (7) we get the following
U(x) = I_wv(x —y)f(y)y . (7) interaction potential averaging by the thermal oscillations with
(2m+1,2n+12p+1) planes of LiH (LiD) crystal:

5 U-(x—kd~d/2)+ U, (x~ kd)} o (X)+ W, (x), 8)

oY (x)= _VZOeXp(X 2” ]{exp( ){Pf”) (x)erfct, 4 (x)+u, \/ﬂ exp [— (m (x)* )} -
—eXp(K*x){P}Q) (x)erfct,, (x)-u \/z}exp[ (r+2 2)}} (8.1)
UEZ) (x)=- VEO exp [}L%ZUEJ {eXp (~1oX) {PAE”) (x)erfex, \E exp 141 ( )H +

+ exp(kox){sz) (x)erfcx o (X) + P§+2) (x) \/% exp[—(x+2 (x)2 )H} , (8.2)

+exp[2[fé£] {exp(—zzsxj{a(_m‘)) (x)erfot_p, (x)+u_ \/ﬂ exp| (-, (1)) |-

o 22 (04 —1(ag+Bo
+2K, exp{“g:;)m] {exp [—(O:;OBO)X]{H( (a0 +Po)) (x)erfc _t{ag+Bo) (x)+u_ \/g} exp[—(r_1(a0+ﬁo) (x)2 )} -
(% *Po)X {P(Z(QMBO)) (x)erfct (x)+u \/E} ex [—(r (x)z)}}} (8.3)
a 1 ~2(ag+Bo) 7 &P -2(ag+Bo) , :
2 B 2
]+u+\/§exp{—2xuz}—(x—d / 2)erf(x_u(j/2]—u_\/zexp{—(xz(jéz)ﬂ , (8.4)

2 2
where P1(+1'+2) (x)=x% 3. hui?, "31(71%’720(0) (x)=x= it + 200l , "31(71[30‘72130) (x)=x= Sa * Hol '
Ay 20 ay 2By ap
2 2.2 4 4
P(7 ((10+Bo) ((x0+[30)) (X) =XT 330 L (0’0 + BO )u_ P(+1 +2) (X) _ }\‘70)(3 }\40 (4 - 7\40u+) X2 N (37\4011 19}&0(} + 72) ‘.
! (a9 +Bo) @ B 60 20 B 60
2(~2,,2 4
3 —
kguf . 77»3Uf - 4)\%[& vy P(+1,+2) (X) _ hx4 - AQ (7\40U+ 3) 34 ro (Kou 57\. uy +12) 2 .
60 60 5 4 60 15 10
6 2
) (1808 ~613u? + 2m3u% - 60) L gt 13t 1?6 o ()= [0 )
15 60 10 20 5 Ao 0200 V2l a Tu

1 (2Bou_ _ x 1 ((og+Bg)U_ _ x 1 X
T-180.-2Bg (X):\/E[ 300 +u_J’ (a9 +Bg )—2(p+Bo) ( ) \/—((ano"’u]! 142 (X):\/E(A*u-# +U+J’

1 _ X _ — the amplitudes of thermal oscillations of Li* and H™ (D™)
K2 (X) = \/5(}”0"” + Lb,j + Mo =2ha/a . Wy (x) — the ions, respectively, which are calculated below accordingly with

interaction potential originated by electro neutral skeletons of Debye theory (see, for example, [2]):

1/2
Li* and H™ (D™ ) ions, W, (x) - interaction potential occur- T 3 T[T ZITD/T EdE )
ring as a result of non-compensated positive and negative - mykgTp |4 \Tp ) 70 expg—-1 ’
charges of these ions (in the final part of this paper we'll return
to these potentials analyzing them in detail). Here u, and u_ where m, — Li" and H™ ion masses respectively Tp —
Debye temperature.
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Let's turn to the consideration of temperature factor influ-
ence on the interaction potential (8) in LiH and LiD crystals. In
the case of LiH crystal for the numerical meanings of
m, ~6,941m,, u_ =~ 0,205A, Tp =860 K by means of the
formula (9) we find the values of the magnitudes of thermal
oscillations: at T=0 K — u, =0,078A, u_~0,205A, at

T=600 K - u, =0,234A, u_~0,352A. Here m, -

atomic unit of the mass. Substituting these meanings into the
formulas (8.1) + (8.4) and further into (8), we are convinced of

the existence of the potential pits at T=0 K in H™ (111)
planes potential pits exist and starting from T =600 K, dis-
appear. This transformation corresponds to the inversion of
potential pits into the barriers and is represented in Fig. 2.

The situation is essentially different accounting ion
thermal motion. In real situation, as it is shown below,
when it is necessary to take into account the space oscilla-
tions of crystal ions caused by thermal motion, the inver-
sion of potential pits into potential barriers is possible. For

example, in LiH crystal in H™ (111) planes the potential pit
depths decrease at temperature increase and at
T =600 K, as itis illustrated in Fig. 2, these pits transform
into potential barriers.

Just in the case of LiD crystal accounting the greater

mass of D™ ions, thermal oscillation amplitudes of u_ will

be smaller and that is why the transformation of the poten-
tial pits into potential barriers should have been taken place
at somewhat higher temperature of the crystal. The estima-
tions show that this temperature is essentially higher then
the temperature of crystal fusion i.e. unlike LiH crystal the
inversion effect of the potential pits into the potential barri-
ers for LiD crystal in (111) planes is not observed.

N

U(&), eV

0,5

27 U(E), eV

8+
Li*

Fig. 2. Electron interaction potential at their channeling in LiH
crystal along (111) charged planes:
at T =0 K- the curve 1; at T = 600 K — the curve 2

Essential changes of the structure of interaction poten-
tials take place at the transition to high indices charged
planes as well. In Fig. 3a, b it is illustrated the potential

barriers appearance at the transition from Li* (111) planes

to Li" (311) ones (at this the amplitudes of the thermal
oscillations are equal to u, =~0,102A, u_ =~ 0,266A , were

calculated at T =300 K by means of the formula (9)).

1TU(E), eV

-0,5

-8
Li

+

341
Li*

Fig. 3. Interaction potentials of the channeling electrons in LiH crystal at T = 300 K:
(a) — with (111) planes; (b) — with (311) planes

In Fig. 4a, 4b the analogous appearance of the potential
barriers is shown for LiD crystal at the transition from (111)
planes to (331) ones (at this the amplitudes of the thermal

oscillations equal to u, ~0,102A, u_=~0,188A, are also

calculated at T =300 K by means of the formula (9)).

Thus from Fig. 3 and Fig. 4 it is seen that both for the
case of LiH crystal and LiD one the inversion of the poten-
tial pits into the potential barriers occurs justat T =300 K,
however for higher indices crystallographic planes: for LiH,
beginning from (311) planes and for LiD, beginning from
(331) ones.

Now let's proceed to the analysis of the arising radiation
transitions in the potential pits shown in Fig. 3 and Fig. 4, and
to the calculation of the spectral intensities as well.

The investigation of quasi-characteristic radiation
(QCR) at relativistic electron channeling in charged
crystallographic planes of LiH and LiD crystals. Let's
write down the solution of the following one-dimensional
stationary Schrodinger equation with the relativistic mass of
my (m - electron rest mass):

+U(x)}y(x):sw(x), (10)

h2 2
2my gx?
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0,57 U(E), eV
27 U(E), eV ©
-0,5 0,5 0,5 3
D~ D~
a 1,5- b
-8— -+
Li"‘ Ll

Fig. 4. Interaction potentials of the channeling electrons in LiD crystal at T = 300 K:
(a) — with (111) planes; (b) — with (311) planes

in which for the potential U(x) energy, as it is usually

done in the case of planar channeling (see, for example,
[2]), we choose the following Pashle-Telller approximation:

U(x)=-Ugch™ (gj (11)

After the substitution of (11) into (10) we get the energy
level spectra of the transverse motion

(s—n)z, n=01..[s], (12)

/
where s :(2myU0b2/h2 +1/4)1 2—‘I/2, [s] - the integer

part of s number, and also their corresponding proper wave
functions

_T(2s-2n+1)| nl(s-n) 2 hx'FS
W (X) = 2T (s—n+1) | bI'(25s—n+1) (C EJ ’ (13)
.CSn+12 [th {]
n b ’

where I'(x) —a Gamma-function, Cﬁ(x) — a Gegenbauer

polynomial [3].

Let's start the investigation of radiation transitions and
QCR spectrum for LiH crystal. We calculate the meanings
of Uy and b parameters for the potential pits represented

in Fig. 3a, b in the case of relativistic electron channeling
with Lorentz-factor of y=106,7 (this meaning y is taken
from [13]), and also for every potential pit we find s pa-
rameters and by means of the formula (12), at last we cal-
culate the energy levels of the channeling motion. Thus, for

the potential pits in Li* (111) planes we have

Uy ~6,32eV, b=0,284A, s=326, ¢y~—483eV,
g1 =~ —2,32eV, g, x-0,72eV, g3 = -0,03eV ; in H™ (111)
planes - Uy =0,22eV b'~0,22A, s'~0,24,

gy ~—-0,04eV; in Li* (311) planes — U, ~2,06eV,
b=0,21A, s=117, g5 = -111eV, g = -0,02eV . These

energy levels are shown in Fig. 5a, b.
By means of the energetic channeling particles pro-
ceeding from the theory of the radiation

hom, = 2y? (em —2n) (14)

(see, for example, [2]) we calculate the energies of the spec-
tral lines of quasi-characteristic radiation (QCR), occurring for
direct radiation transitions between the neighboring energy

levels in Li* (111) potential pits (in Fig. 5a they are schemati-
cally marked by vertical arrows): g ~54,6keV,

hoyq = 36,5keV , hog, #17,2keV, and also for indirect

0'—>1, 0'>2, 0> 0 tunnel transitions (in Fig. 5a these
transitons are  represented by inclined  arrows):
h(l)oh] ~ 51,8 keV ) h(l)ofz ~ 15,4keV ) h(,OorO ~ 109 keV .
Comparing these data with the given meanings in Table 1 in
[13] one may conclude that we observe a close fit only for the
second spectral line with 37keV energy. The first spectral
line is formed not only for the expense of direct 1— 0 transi-
tions but at the expense of the tunnel 0’ — 1 transitions (at
this as it will be shown further, their partial contribution is com-
pared with the one of direct transitions). Just the appearance
of the third line of the radiation in the energy regions of
20keV we explain not at the expense of the tunnel 0’ — 1
transitions (similar pick of QCR in our case is concentrated in
the domain of energies of some 50keV ), but for the expense

of 3 — 2 transitions realized in the potential pits of Li* (111)
planes and at the expense of the tunnel 0’ — 2 transitions

from n =0 levels of shallow potential pits in H™ (111) planes

on n =2 levels of deeper neighbor potential pits in Li* (111)
planes arises in the same energy region (more convincing
argumentation on the basis of spectral intensity calculation of
(QCR) is given below).

Fig. 5c by means of vertical arrows represents the iden-
tification of the experimental picks of the radiation taken
from [13] with radiation transitions realized in our paper.

Thus as it follows from Fig. 5¢ the first two lines dem-
onstrate a satisfactory identification. Just in the case of the
third not very distinct one the identification with 3 - 2 and
0'— 2 transitions becomes possible as due to great
depths of energy levels n'=0" and n=2,3 (it represents

schematically in Fig. 5a) the radiation on these transitions
may exceed the domain of 25keV energies.

To be completely convinced in the correctness of our
calculations and to make clear the contribution of all the
radiation transitions into a complete version let's find out
just a spectral intensity in correspondence with the follow-
ing formula [2]:
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dl 620) 3 2 2 ®
Z Xi,i—1Qi,i—1f —_— + PO' Z Xor QO' | —— , (15)
do ¢ {:_1 2Y29i,i—1 2 290' j

[2(s-i)+1]

where f(x):(1—2x+2x2)x(1—x), Qiiq= Pyowe:
a frequency of a straight transition between a neighboring
energy levels of iyi—1 in Li* — pit,

ho|(s— j)2 s'?
Qy j=— - — a frequency of a tunnel tran-
J 2m'Y b2 b/Z

sition between the energy level of 0 in H™ —pit and the
energy level of jin Li" —pit, P (9), Ry (8) — the probabili-

ties of the channeling particles capture accordingly on the

-

TU(E), eV
27U(8), eV

0,5

31
Li* Li*

levels of i and 0', 8~p,/mcy —the angle of particles inci-

dence on a crystal. Supposing the description of a particle
transverse motion by a plane wave

y(x)= (d)fw2 exp (ipyx/h),
P, (9) calculated in accordance with the theory of sudden

we get the magnitudes

perturbations in a following way [2]:

2
di2 imySx
*I,d/zeXp[ " )\y,, (x)dx

(16)

1500 [y

1000 — .y

32 4

02 l¢ -0

500 —

0 I I
0 20 40 60 80 100

Photon energy (keV)

Fig. 5. Interaction potentials and the systems of the transverse energy ¢, levels arising at electron channeling
with a longitudinal energy E = 54 MeV in LiH crystal at T = 300 K:
(a) — along (111) planes; (b) — along (311) ones (the arrows show the considered radiation transitions).
(c) —the measured radiation spectrum arising for the electrons channeling along (111) planes in LiH-crystal with the same energy
taken in [13] (the arrows illustrate the identification of the spectral lines with the radiation transitions arising in our paper,
ordinate axis shows the intensity in the number of N radiation impulses)

Proceeding from the common formula (13) let's write
down the following wave functions at the definite meanings
n'=0" and n=123:

S {Zr(zsl)rch*’[x] (17.1)
: = ar

vy (x) = 21 (s) b

vi(x) = 23—111"(8) {(8_1);(28)}1/2 Sh(%j o (g] N
112
v (X)= 23_21(8){(2223)2()2;)} o (%j (17.3)
.{(3—1)sh2 [Zj—;}
12
w3 (x)= 23—11(3){(8_13)((58_—31))1;(28)} o (%j (17.4)

(i ee-97(5)-o7 ()

Fig. 6 represents the graphs of P, (S) functions, which

are got after the substitution of wave functions
(17.1) + (17.4) into the formula (16). From Fig. 6 it is seen
that at small incident angles the contribution to the radia-
tion from tunnel transitions will be evident and, for example,
the radiation at the expense of 1—>0 and 3 — 2 transi-
tions will be unessential. It means that the formation of the

first and the third spectral lines occur to some extent at the
expense of the tunnel transitions. However to make the
picture of spectrum radiation clearer it is necessary to know
matrix elements of all multipole moments (in the given pa-
per we'll be restricted to dipole transitions).

1 P.(9) T T
0,8 -, B
0
0,6 |- '-_ —
0,4 2 - 3 -
' 1
02 - . B
0 ." | 3 9,mrad
0 0,2 0,4 0,6

Fig. 6. The probabilities of a capture on &y and
en (N =1, 2, 3) levels in a plane channel (111) of LiH crystal for
E = 54 MeV electrons in dependence of a flying angle of 3
measured in milliradians

Matrix elements of x5, xp4 and x5 dipole transitions
are found from the following formula [2]:
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b(m-1)! {m(s—m)(s—mﬂ)
2s-m+1

mm = or(2s—m+ 1)

< (=1)° (k +1)!

(-1 r(2s +k-m+2)T (25 -m+1+1)

515 2K (m - ) (m—k )T (s+/-m+ )T (s +k-m+2)

pzo(k+/—p)!r(23—2m+p+1)

i.e. we have

, (18)

(-1’
)

= (-1 T(2s-2m+p+i+1)
r'(p =

'S il(r+s+i-m+1/2)

2
I F(S—%) (4s-5) 2 3b(832—24s+13) (s-2)(s-3) V2
X10 = b(—j ——— 22 xpq =2 [(5-2)(25-1)| " x40, X35 = { } X10 - (19)

2 r'(s)

(2s —3)2

Just the matrix elements of xp 4, Xy1 and Xy dipole

tunnel transitions are calculated in accordance with the
following expression:

Xo'm = J.j: vo (X)Xy, (X —d/2)dx . (20)
Using the probabilities of the capture of Ry (9), P (9),
P,(8) and P;(9) calculated for three meanings of the

incident angles of 9;~0,02mrad, 9, ~0,04mrad, and
953 = 0,06mrad (these angles are less than Lindhard criti-

(2s-3)(2s-5)° 3

9 = w/UO/mczy ~0,3mrad,
A m/U(’)/mczy ~0,07mrad accordingly in the potential

pits of Li* (111) and H™ (111) planes) and also the mean-
ings of the dipole transitions matrix elements found by the
formulas of (19) and (20) by means of the formula (15) we
get the graphic dependencies of relative spectral densities

of QCR intensity {(w)=(dl/dw)/(dl/dw) ., constructed
below in Fig. 7a, b, c.

cal angles

1 @) T T T T 1 ) T T T T 1 ) T T T T
0,8 1 08 4  08F E
0,6 4 06 4 0,6F i
0,4 -4 04| =4 04f -
0.2 1.7 4 o2 1 4 02k 1" : J
L a b . c
- 3 :/L_/-L 2 : 3
0k 21 I —11—'_'_'7'_————# 0 ke 21, 1 H L [I] S I e ]
0 20 40 60 80 100 0 20 40 60 80 100 0 20 40 60 80 100
ho,keV ho,keV no,keV

Fig. 7. Relative spectral density of QCR intensity (calculated in a dipole approximation) occurring at relativistic electron
channeling with E = 54 MeV energy along the crystallographic (111) planes of LiH crystal in the cases of incident angles of:
(a) - 9 = 0,02 mrad, (b) - 9 = 0,04 mrad, (c) — 8 = 0,06 mrad. Numbers 1, 2, 3 indicate the partial contributions into a complete
radiation of the radiation bound to 0'—>1, 0'>2 and 0'>0 tunnel transitions, respectively

These figures show that we may estimate the partial con-
tribution of the radiation to the total picture of QCR spectrum
at all the transitions at the incident angle alternation. For
example, it is evident that the radiation at the expense of the
tunnel 0' > 0 and 0’ — 2 ftransitions is small. Fig. 7a, b, ¢
just observe that the incident angle increase causes the de-
crease of the weight part of the radiation due to 0’ — 1 tran-
sitions (dotted curves) and at 3 > 0,1mrad, as it follows from
Fig. 6 this radiation does not give any partial contribution at
all. It is seen that in the energy region up to 20keV the ra-
diation is almost completely formed at the expense of the
radiation transitions 3 >2, 2—»1 and 0'— 1 ftransitions
(there is a little contribution on a background level from direct
1— 0 transitions and from the tunnel 0' > 2 and 0'—> 0
transitions), in the energy regions from 20keV to approxi-
mately 40keV 2 —1 and 0'— 1 transitions are playing
the main role and there is a negligible contribution from
1—->0 and 0'—> 0 transitions, in the energy regions of
20 +60keV QCR appears at the expense of 0’ —1 and
1— 0 ftransitions with a negligible contribution from 0’ — 0

transitions and at last, in the energy regions higher 60keV
there is only radiation due to the tunnel 0’ — 0 transitions
(the radiation at the expense of 3 — 0 transitions will be an
order lower).

Thus, even in this very idealized case quite a close fit is
observed between the experimental dependence shown in
Fig. 5¢, and the theoretical dependencies calculated by
means of the formula (15) not accounting the widths of the
energy levels and electron beam angular dispersion (as it is
seen from Fig. 7a, b the closest fit is realized at small inci-
dent angles of the particles on a crystal). A more realistic
situation could be considered when an angular divergence of
an incident beam of electrons is taken into account. It is
demonstrated below as the example on LiD crystal.

Let's accounting for the angular divergence of the elec-
tron beam. For this at first let's carry out in the following
way a probability averaging of the channeling particle cap-

ture P,(9) by means of a normal distribution

g(S):(Zn{)g)m exp(—82/298) (here 35 — an angular

dispersion):
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(Pa(9) =] Pa(9-9)g(8)a9". (21)
In Fig. 8 the dependences (21) are constructed for
99 = 0,15mrad meaning.

O ey ' '
o

02 - ]

01 -

L ) 1 9, mrad
° 0 0,2 04 08 038
Fig. 8. Averaging probabilities of a capture on gy and ¢,
(n =1, 2, 3) levels in a planar channel (111) of LiH crystal for
E = 54 MeV electrons depending on a striking corner 3,
measured in milliradians

As it is seen from Fig. 8 the averaging of population
probability from one side leads to the decrease of the total
spectral intensity and from the other side even at small
incident angles 9§ it is possible to observe the radiation on
1— 0 transition.

40 80 100
he,keV

Fig. 9. The spectral intensity of QCR calculated in a dipole
approximation and occurring at a beam of relativistic elec-
trons E = 54 MeV channeling along crystallographic (111)

planes of LiH crystal (with an angular dispersion of
90 = 0,15 mrad and the incident angle of 9§ = 0)
This is illustrated in Fig. 9, where the graph of a relative
spectral density of intensity {(w) for a zero incident angle is
constructed by the formula (15), in which instead of func-

tions P, (9) the functions (P, (9)).are substituted. Be-

sides, the dependence in Fig. 9 proves a significant contri-
bution of the tunnel 0’ — 1 transitions into the radiation (it
is evident from the structure of the first spectral line).

Thus, note that in common there quite a close fit be-
tween the calculated spectral intensity given in Fig. 9 and
the measured one in [13] (see Fig. 5¢) (it is interesting to
note that the third spectral line is small and indistinct, just
as it is presented in Fig. 5c).

At the same time in the case of LiD crystal as it is
shown in [16], the third spectral line in a spectrum low-
energy region is more distinct as compared with the analo-
gous spectral line in LiH crystal. To make clear the reason
of such a difference it is necessary to repeat the calculation

algorithm for LiD crystal as well. At u, =0,102A,
u_~0,188A meanings of the amplitudes calculated at

T =300 K by means of the formula (9), we find the pa-
rameters of the arising potential pits using the formulas
(8.1) = (8.4) and (11) and by means of the formula (12)
calculate the system of the energy levels in them. In

Li* (111) planes we have Uy ~6,34eV, b=03A,
s§~3,53, gy ~-494eV, g ~-254eV, & ~-0,93eV,
e3 ~-0,11eV, and in H™ (111) planes — Uy =0,72eV
b'=~0,22A, s'=0,61, gy =-0,27eV. The energies of

QCR spectral lines which for this crystal were calculated at
y=106,7 (see [13]), wil be the following:

h(,l)10 ~ 54,7keV , h(,t)21 ~ 36,6keV , h(,t)32 ~ 18,6keV y
h(DO'»] = 51,5keV , h(,l)orz = 14,8keV and h(})oro = 106,1keV .

Fig. 10a illustrates these potential pits and their energy
levels construction, Fig. 10b realizes the identification of
the experimental picks with possible radiation transitions on
the basis of these data by means of vertical arrows.

TU(), ev 1000, 251
05 3 . 0> 1“1 >0
800 :
352 . ’,
Voo s
600 s, ®
400 I T <
0> 2¢ . % 0> 0¢
wp- T
-8l e % me 'o'.'“ S
. a . b
) E— | | |
0 20 40 60 80 100

Photon energy (keV)

Fig. 10. (a) — the interaction potential and the transverse energy level system of the transverse energy &,, occurring at the
channeling of electrons with the longitudinal energy E = 54 MeV in crystallographic (111) planes in LiD crystal at T = 300 K:
(b) — the measured radiation spectrum arising at the channeling of such electrons along (111) planes in LiD crystal taken in
[13] (the arrows illustrate the identification of spectral lines with the arising radiation transitions, in Fig. 10b along the ordinate
axis the intensity is built in a number of N radiation impulses)

It is seen from here that like in the case of LiH crystal, the
first line is formed at the expense of 0' -1 and 1— 0 transi-

tions, the second — at the expense of 2 — 1 transitions, and
the third one — at the expense of 3 — 2 ftransitions.
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At this, since the depths of the potential pits in D~
(111) planes are almost three times exceed the depths of

the analogous potential pits in H™ (111) planes, the energy
level 0 is placed deeper that leads to the decrease of the
specific contributions to the radiation from all the tunnel
transitions (further it is confirmed by the calculation of the
spectral intensity). Besides, the radiation at the expense of
0" — 2 transitions is shifted in a low-energy region of a
spectrum. Note one more peculiarity of the received data.
The first two spectral lines are quite in a close fit with the
measured picks. Just the third line measured by ourselves
is shifted in the domain of lesser energies. It can be ex-
plained by the fact that we didn't take into account the
depths of the lines (the depths of the levels are schemati-
cally illustrated in Fig. 10a), limited both to zone broaden-
ing and a broadening at the expense of the processes of
dissipation and de-channeling. It takes into account that
upper 2 and 3 levels have limited widths, we could easily
reach the energies of some 25keV order.

Now let's stop at the calculation of the spectral intensity
for LiD crystal. At this we'll consider only the case with the
dispersion choosing it by the dimension as for LiH crystal,

namely, 99 =0,15mrad. Evidently, for more objective es-
timations and in given case we can't do without the graph
construction for the averaging of the probability of the cap-
ture on the levels of the channeling ¢y and ¢, (n=12,3)

in a planar (111) channel of LiD crystal. Accounting the
above mentioned parameters for the potential pits in

Li* (111) and D™ (111) planes by means of the formula
(21) the functions of the averaged probabilities of the cap-
ture are calculated (P, (9)), and in Fig. 11 their graphical
dependencies by means of which one may trace the differ-

ence from the analogous dependences given in Fig. 8 are
constructed.

0,3 T T T
(Pn(8))

0,2

0,1

0

0 0,2 0,4 06 0,8
Fig. 11. Averaging probabilities of a capture on gy and ¢,
(n=1, 2, 3) levels in a planar channel (111) of LiD crystal
for E = 54 MeV electrons depending on a striking corner 3,
measured in milliradians

Really as it is seen from Fig. 11, the positions of the
curves 2 and 3 have changed. If in Fig. 8 the curve 3 (de-
scribing the probability of the particle capture on the third
energy level) was lower then the curve 2 (describing the
probability of the particle capture on the second energy
level), then in Fig. 8 the situation is opposite — now the
curve 3 is upper than the curve 2. Evidently the fact is defi-
nite for the explanation of the third spectral line structure.

To be more convinced in the correctness of the above
mentioned arguments let's carry out like in the case of LiH
crystal the calculation of a spectral intensity by means of

the formula (15), where instead of the functions P, (9) the

functions of <P,, (8)> . Afterwards we construct the graphic
dependence of a relative spectral intensity density of QCR
in the case of a zero incident angle and at the meaning of
99 =0,15mrad angular dispersion. This construction is
given below in Fig. 12 where in addition the contributions to
a total spectral intensity density of QCR of 0'—>0, 0’ > 1
and 0’ — 2 tunnel transitions are shown (the curves 1, 2
and 3 respectively).

1 T T T T
L(o)
0,8 T
0,6 [ 7
0,41 b
0,2 T
3 C 1
0 Lawimmoopon 1
0 20 40 60 80 100

Fig. 12. The spectral intensity density of QCR calculated in a
relative units in a dipole approximation and occurring at

a beam of relativistic electrons E = 54 MeV channeling along

(111) planes of LiD crystal (an electron beam has an angular

dispersion of 9, ~ 0,15 mrad and the incident angle of 8 = 0)

From Fig. 12 it is seen that the third spectral line be-
comes significantly more distinct at the background of two
other lines than it was in the case of LiH crystal (see Fig. 9).
Such an integral redistribution of the spectral intensity be-
tween three picks in the case of LiD crystal evidently is due
to the change in the averaging probabilities of a capture
which is demonstrated in Fig. 11 and deals with the de-
crease of the contribution to the radiation spectrum of
0" — 1 tunnel transitions (see the dotted curve 2 in Fig. 12).
Thus, we have shown that there is almost a close fit between
the experimental dependence given in Fig. 10b and a spec-
tral dependence in Fig. 12 which convincingly proves the
correctness of the calculated interaction potential (8).

Additional confirmation of the correctness of the calcu-
lated interaction potential (8) could be experimentally got

(311)

the only spectral line with 7w;, ’ ~ 24,7keV energy occur-

ring on 1— 0 transition (see Fig. 5b) in the case of relativ-
istic electrons channeling with E =54MeV energy along
the charged (311) planes of LiH crystal.

In the conclusion of this item it is necessary to note that
in the potential pits shown in Fig 10 in [13] and approxi-

mated by the functions ULi+ (x) :—5,2/ch2 (x/0,27) and

U, (x)= ~1,5/ch? (x/0,24) , the calculation by means of

the formula (10) leads to the following energy levels:
gy = —3,84eV, g1 ~—-159eV, gy =~ —0,32eV,
gy ~—0,8eV, &, =-0,01eV. From here, first, we get
close fits of 0" — 1 tunnel transitions to the spectral lines
with 18,34keV energy which does not coincide with
25keV , declaring in [13] and, second, these data make it
impossible to get for these data the second spectral line
with the energy in the region of 37keV .

One more mistaken explanation of the third line appearance
is gven in [13]. For the approximations of
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U (x) = =3,9/ch? (x/0,33), U, _ (x) =-0,3/ch? (x/0,21),

given in (10) by means of the formula (10) we get
gy #-2,93eV, g ~-13eV, gy =-0,07eV. In this case
0" — 1 transition is close fit to the spectral line with the energy
of some 28,55keV order, which approximates 25keV mean-
ing. However at this it is impossible to get a spectral line with the
energy in the region of 55keV from three energetic levels.

General analysis of the effects of relativistic elec-
tron channeling in charged high-indices planes of ionic
LiH n LiD crystals. To sum up we came to a general con-
clusion: the reasons of non-coincidence in the explanations
of spectral line position both in the case of LiH and LiD
crystals (in [13]) with our analytical results are evidently
due to non-correct calculation of electron interaction poten-
tials with charged planes in these papers (charged planes
in these papers are not taken into account at all). Planar
potential calculation leads in the long run to the following
conditionally convergent series:

Vi (x)=Vo i {

n=—wo

x+nd—g
2

—x+nd}. (22)

From mathematical point of view series (22) don't lead
to a definite meaning. However if takes into account a real
physical situation where a longitudinal crystal dimension is

U(ga=0), eV
Tu(E), ev
04 02 o/ 02 04 06 08-05 0,5 &
s
2
H H™
-6 -8l
Li* a Litb

many times less than the transverse one, the problem
could be solved. Then as it was done in [8, 11], the interac-
tion potential with the alternative positively and negatively

charged "frozen" (111) planes (or Li* and H™ (D7)) is
represented as the following saw potential:

Ve (x) = aVg i [\x+nd\—%}x(%—\x+nd\j. (23)

N=—o
Further averaging the potential (23) by the thermal oscilla-
tions (in positively charged with u, amplitude and in nega-

tively charged with u_ amplitude), we get a final expression

W.(x)= > U.(x—kd). (24)
k=—

Namely this expression (24) is a consequence of Cou-
lomb components in one-partial potentials (1a, b) and is not
completely taken into account in [13]. It is easy to show
that planar (111) potentials given in [13] for LiH and LiD
crystals are almost close fit to our potentials at =0

(these potentials are U(x,a:O) in relative units & are
shown in Fig. 13a).

2T Wo(g), eV 5--Wx(&), eV
0,5 0 0,5 £
0,5 0 0|5 g
2
-4
o
-6 10+
i ¢ W L d

Fig. 13. Interaction potentials of channeling electrons with (111) planes of LiH crystal: (a) — in the case of o = 0,
corresponding to [10], (b) — in the case of o # 0 corresponding to the results of our paper, (c) — originated of electroneutral
skeletons of Li* and H-ions, (d) — occurring of non-compensated positive and negative charges of these ions

Thus, interaction potentials of channeling electrons with
(111) planes used in [13] (obtained on the basis of form-
factor formalism) in the case of LiH are quite apparently
different of the ones obtained in the given paper (compare
with the Fig. 13b), which resulted in many non-
coincidences in the positions of the spectral lines men-
tioned above. Besides, by means of analytical expression

U(x)=Wy(x)+W,(x) it is easy to observe the contribu-
tions into the potential U(x) of electron neutral main part

Wy (x) and non-compensated Coulomb part of W, (x). As

it is seen from Fig. 13c, the potential pits in Li* — (111)
planes for both crystals created by electro neutral skeleton

Wo(x) potentials, are very shallow. The account of the

potentials W, (x) represented in Fig. 13d leads to a sharp

increase of the depths of these potential pits. This is just
the essence of positron-like orientation motion of negatively
charged particles in such charged planes: in the regions
with the reduced electron and nucleus densities quite
strong interaction potentials arise.

Conclusion. At the investigation of relativistic electron

channeling in charged (2m+1,2n+12p+1) planes of ionic

LiH and LiD crystals it has been shown that potential pits
inversion into potential barriers is possible as in the case of

crystal temperature increase (the inversion occurs in H™
(111) planes, beginning with T =600 K ), and in the case
of the transition to more high indices planes (for LiH crystal
— these are (311) planes, and for LiD crystal — these are
(331)) planes. At the same time there were calculated
transverse energy spectra of relativistic electron channeling
motion at y=106,7 Lorentz-factor. The transitions oc-
curred at this were compared with the experimental data
given in [13]. During the detailed discussion we have
shown that the given above explanation of spectrum forma-
tion mechanism is more substantiated than in [13]. On the
basis of our analysis it was proposed to carry out experi-
mental investigations on the study of radiation processes at
the relativistic electron channeling with the same energy as
in [13] along (311) planes, since in this case due to the
existence of the potential pits of the same type the radia-
tion spectra are more predicted.

The obtained results may be used for the optimization
of some radiation processes. In particular, they may serve
the basis for calculation apparatus at the elaboration and
creation of high-effective rebuilding sources of a rigid
quasi-monochromatic radiation of X-ray and gamma-
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ranges on the basis of the channeling of the relativistic
electrons. Anomalously weak dissipation, braking and
dechanneling of electrons at positron-like motion regime
contribute to the narrowing of the radiation line and a sharp
increase of its intensity.

By means of the expressions (8.1) = (8.4) it is easy to
show that the calculated potential pits in (100) and (110)
planes are in a very close fit to the analogous potential pits
represented in [13]. On the other side, at a =0 we also
come to the similar result. First, all this ascertains that all
our calculations are quite correct starting from the consid-
eration of one-partial potentials and finishing with the aver-
aging by planes and by thermal oscillations. Second, con-
tributions into planar potentials (100) and (110) at o= 0 of
interaction potentials originating of non-compensated ion
charges are also zero since the amplitudes of thermal os-
cillations of various ions are different.

The existence of such electron motion peculiarities may
contribute to solution of the problem on the creation of
gamma-laser on the basis of mono-energetic beam of relativ-
istic electrons based on one of the schemes considered in [5].
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THE PECULARITIES OF THE CHANNELING AND QUASICHARACTERISTIC
RADIATION OF RELATIVISTIC ELECTRONS
IN CHARGED CRYSTALLOGRAPHIC PLANES OF LiF IONIC CRYSTAL

Y po6omi nposodumbcsi OOCiOXeHHSI MPOUeCcy KaHasllo8aHHsI PesiimueicmMCcbKUX eJIeKMpPOHi8 y 3apsi)XeHUX rniioujuHax ioHHo20
kpucmany LiF, 30kpema nokazyemscsi, w0 npu rnepexodi e YboMy Kpucmasii 00 8UCOKOIHOEKCHUX KpucmasiozpagiyHux nioujuH
8idbyearombcs1 iHeepcil nomeHyianbHUX siM y nomeHuyianeHi 6ap’epu. [ocnidxyembcsi makox ersiue memrepamypHo20 ¢hakmopa Ha
cmpykmypu nomeHuiasie e3aeMo0ii pesismueicmcbKuUX esIeKMpPOHie 3 MaKuMu 8UCOKOIHOEKCHUMU 3apsiOKeHUMU niouwyuHamu. Y eunadky
3apsidxeHux niowuH (111) npoeodumbcsi aHaiMUYHUU PO3paxyHOK eHep2emuYyHUX pieHie i criekmpasibHuUXx iHmeHcueHocmel, a Ha ix
ocHoei 30ilicHroembcs ideHmudpikayis criekmpanbHUX NiHill 3 eKcriepuMeHmMarbHO ICHYrYUMU CrieKmpamMu eurpoMiHroeaHHsi. Pobumscsi
aKuyeHm Ha rno3umpoHornodibHicmes opieHMayiliHo20 pyxy esleKmMpoHie 8 3apsidxeHUX KpucmasnozpagiyHux rnIowuHax.

Knroyoei crioea: kaHaslroeaHHs1 pesiimueicmcbKuX eJIeKmpoHie, 8UCOKOIHOeKCHI KpucmasozpaghiyHi niiowuHu, ioHHi kpucmanu,
cnekmparsnbHa iHmeHcueHicmb, MO3UMPOHOMNOJi6HICMb

The paper deals with the investigation of the channeling process of relativistic electrons in charged planes of LiF ionic crystal, be-
sides it is shown that at the transition to high-indices crystallographic planes in this crystal the inversions of potential pits into potential
barriers occurs. It is also investigated the influence of temperature factor on the structures of interaction potentials of relativistic elec-
trons with such high indices charged planes. In the case of the charged planes (111) the analytic calculation of energy levels and spec-
tral intensities is made and the identification of spectral lines to experimentally existing spectral radiations is carried out on their basis.

Keywords: relativistic electron channeling, high indices crystallographic planes, ionic crystals, spectral intensity, positron-likeness

Introduction. For the creation of the effective sources
of a short-wave radiation in [5] it was proposed to perform
the orientation motion of electrons in charged (111) planes
of ionic crystals with the structure of NaCl type. In particular
as it was mentioned in [14] for this purpose ionic LiF crystal
is quite a good sample. Anomalous great dechanneling
lengths are possible in it in charged planes constructed of

Li* ions even in the case of slight relativistic electron
channeling. The cause of this anomalous appearance
deals with the increase of the potential pits depths in such
charged planes at the expense of Coulomb components. If
we calculate potential pits in such planes not accounting
Coulomb components but taking into account electro-
neutral skeletons only (we mean the superposition of a

strong localized positive charge of Li* nuclei ions and
special smeared of these ions electron negative charge)
potential pits depths will be considerably smaller. More
detailed information concerning the fact will be given in the
conclusion. Thus, in LiF crystal could be realized the situa-
tion when both for the first sight mutual self-exceptional
factors may coexist: the presence of low electron and nu-
cleus densities in the channeling particles domains and
high binding-energies of the channeling particles with crys-

tals. It is evident that similar motion regime could be used,
for example, for the optimization of radiation sources on the
basis of the channeling of both ultra-relativistic and slight
relativistic electrons.

Proceeding from it the given paper gives a detailed
analytic calculation of the interaction potentials of the
charged particles with the charged (111) — planes, it has
been calculated the energies of the spectral lines occurring
at relativistic electrons channeling with various Lorentz-
factors and the functions of spectral intensities for all these
cases have been found as well. Besides, the paper gives a
comparative analysis with the empiric data given in [3].

Besides, the given paper shows that the charged parti-
cle orientation motion in high indices charged

(2m+12n+12p+1) planes of crystal LiF (here m,n,p —

non-negative natural numbers) possesses additional

anomalous properties: in Li* — planes instead of the po-
tential pits the potential barriers may occur, i.e. positron-
like regime for electrons is realized concerning these in-
verted potentials (in particular, the influence of temperature
factor is investigated).

Just if in LiF crystal the positive charged particles channel-
ing is considered the electron-like motion regime may occur

© Maksyuta M., Vysotskii V., 2012
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when particles trajectories will cross Li* — planes. This effect,
in particular, can be used for the optimization of nucleus syn-
thesis systems on the basis of particle beams of the same
type correlating in a certain way with orientated crystal targets
containing nuclei of different type.

The calculation of interaction potentials of relativistic
electrons with the charges high-indices planes of LiF
ionic crystal. Calculating the interaction potentials of the
charged particles with arbitrary charged crystallographic

(2m+12n+12p+1) planes of LiF crystal it is necessary to

proceed from one-partial electrostatic potentials for Li* and

F~ ions. These potentials could be found by means of
Ag(r)=—-4np(r) Poisson equations or at the utilization of

o, (r)= e{2[2+1jexp[—22r]+
ag r ap

where a, — Bohr radius; Z* =Z,;-p=43/16 - screened

15a]

nuclei charge of Li*; B =5/16 — screening parameter corre-

sponding to Li* nucleus and calculated by means of a varia-
tion method taking into account the fact that every of 1s —

electrons partially screens Li* ion nucleus from another elec-
tron; o — degree of binding ionicity, which determines the
probability of electron presence (belonging to Li atoms) nearby
F atoms. The contribution of the third electron of Li* ion we
calculate accounting its 1—o probability to be found in the
field of a screened lithium nucleus (it explains 1—o multiplier
presence in the second component in (1)) formula and with o
probability in the field of fluorine nucleus. It will explain the
presence of o multiplier for one-partial potential of F~ ion in
the formula we are going to obtain.

For F~ ions it is necessary to get one-partial potential
proceeding from the principle of superposition. So let's

suppose that one-partial potential for F~ ion is represented
as two components. The first component describes fluorine
atom for which we choose one-partial potential in the form
of the following Coulomb screened potential:

Zce
or 1) = E2exp L.

where b z0,8853a02§1/3 — fluorine atom screening ra-

)

dius, Zg =9 - fluorine atom nucleus charge. The second
component will describe the contribution of additional effec-
tive electron (effective as an abundant charge nearby F
atom in LiF ionic crystal is created not by one electron but
all the valence electrons of six neighboring Li atoms) which
is found with o probability (a =~ 0,915 — ionicity degree of
LiF crystal [13]) nearby F atom in the state of [11]

Za CS/Z exp (-

¢ir)coso,

@)

o_(r)=0r (r) 4. (r)=f{z,: oo e

It is evident that this potential satisfies the following
boundary condition: lim ¢_(r)=—oe/r .
r—oo

Thus, from the formulas (1) and (6) it is evident that

electrostatic potentials of Li* and F~ ions are represented
as a sum of components exponentially descendent and
changing by Coulomb law. It means that the first compo-
nents are originated by electro neutral skeleton of corre-

213 (1-a) [r3

. = 2 ¢r
gSSE(r)ds = (4n) jo £%p(¢)
rem. At this to find p(r) densities in the case of Li*

wave function vy (r) =+Z"/na exp(—Z*r/aO) is used for 1s-

electrons (localized nearby lithium nucleus) [3], and for 2s-
electron (partially localized nearby lithium nucleus) the wave

d& Ostrogradsky-Gauss theo-

ions the

112
function \u2(r)=(2kgr/15na8) exp(-Ayr/ag) is used

where L, ~ 0,797 [6]. One-partial Li* ion potential got in
such a way is written down in the following form:

12a3
13

43,
28 2 P4

Ao

9a0
25

4
1590 |exp| - +9}, (1)

where numerical values of a; and (; parameters are
taken from the reference book [10] and are given below in
the Table 1.

Having integrated a square module of a wave function
(3) by some spherical angles of ¢ and 6 let's come to the
following expression for a radial density of valence electron

r+

+

distribution as to F~ ion nucleus:
der? 10

p(r)=-—3 > byexp(-nr), (4)
=1

=2, i=1.,4; by = 283, (645) %

Ns =& +8y; bg = 2a4a3 (13 )5/2 ;

by =288, (G16a)*' % M7 = Gy + Cat by = 28p85 (Gals) 2

ng =& +83; by = 2aja, (CoC4 )5/2
/12

5
byg =2a38, (C384)" °, Mo =Gz +Ca-
gradsky-Gauss theorem and the formula (4) we get elec-

where b; = & Q, ,

Mg =61 +C3;

Mg = &2 +C3;

Using Ostro-

trostatic potential of ion F~ valence electron

43, (r® 6r2 18r 24 1
o_(r)=e| =D b [+++ exp(-n;r)——1. (5)
SR G r

Table 1
Numerical meanings of a; and {,, parameters used
in wave function describing the valence electron in F” ion

a; Qi
1 0,247 0,9568
2 0,099 1,466
3 0,470 2,075
4 0,308 3,933

At last, multiplying the potential (5) by o and then adding it
to the potential (2), we get one-particle potential

o_(r)=0¢_(r)+og(r) of F~ ion

rP 6r? 18r 24 1
—Zb — 5 (exp(-mir)—— |-

. : r

3iA n, Tl/ n M

sponding ions and the second ones arise as a conse-
quence of non-compensated positive or negative charges
that in definite directions lead to the origination of the
charged axis or charged planes. On the basis of the follow-

ing standard procedure of the averaging by the planes:

V(x)= 27;0 j: p(p(r =p?+ xzjdp . ()

(6)
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where S — a square of two-dimensional elementary cell in consider channelling of electrons) charges interaction with
the channeling planes (see, for example, [1]) with the us- | all "frozen" charged (2m+1,2n+1,2p+1) planes built in
age of the formulas (1) and (6) instead of the potential . o

o(r) in (7) we get the following expression for the potential turn of Li" and F ions:

of the charged particles of Q (further Q =-e, since we

V(x)=V, i {(x kd+jexp( A |x = ka) +(1- a)exp[

k=-0

20, |x - kd}{kz x—kd)* 23|x—kd® 6h(x—kd)®

ag 15a3 5a3 oL

+2|x — kd| + 330}+4azbé[x—kd—d/23+9(x_kd_d/2) JBlx-kd-di2 | 60]exp( ni|x—kd—d/2)+

3igm; ni n? ny
x—kd—d /2 d) (d
+Zpbexp| -——— |-« \x—kd\—— % ——\x—kd\ : (8)
be
where Vo =-2me?/S, y(x) - a step-like Heaviside func- d= a/\/ om+ 1 +(2n+12+(2p+17 - a distance be-
tion, , =2Z"/ay . In the conclusion of the paper we will tween crystallographic planes of (2m+12n+12p+1)

stop in more detail in the obtaining of the last component

in formula (8). In Fig. 1 the interaction potentials (3) are including Li" and F~ ions, a - a crystal lattice period.

shown on one period at electron channeling, respectively, More detailed consi@eration concerning. the r(-?ceivilng of
in charged "frozen" (111), (311) and (511) planes (in this the last component in the formula (3) will be given in the
and following figures the distances along abscissa axis conclusion of the paper).

correspond to dimensionless &=x/d units, where

10T V(E), eV
2TV(E), eV 11 V(E), ev
0,5 0 0,5 g 02 0 02 04 06 08 g 05 0 0,5 3
N4 N A
104
44 2
6 3
201
8 4T
.
0 a a0l b sl ¢ 3
L' Lit F L' F

Fig. 1. Electron interaction potentials at their channeling in LiF crystal along charged "frozen" planes:
(@) - (111), (b) - (311), (c) - (511)

As it is seen from Fig. 1, these potentials common where 6(x) — Dirac delta-function.
character in spite of the essential changes of potential pits
depth and also the distance between the charged planes
at the transition to higher indices directions does not

Let's stop on the procedure of the potential (8) averag-
ing by the thermal oscillations. By means of the function of

the ions deviation from the equilibrium position
change: the potential pits are present both in Li* "frozen"

2\ V2 2/ 2
planes and in F~ "frozen" planes. The potential (8) on f(x)=(2nu ) exp(—x /2u ) (1)
these planes satisfies the following boundary conditions: where u — an average amplitude of thermal oscillations,
{6V(kd+0) av(kd—O)} _ 462 7 the averaging by the thermal oscillations is represented as
ox - ox T g ‘Lo the following convolution [1]:
oV (kd+d/2+0) oV (kd+d/2-0)]  4ne? U(x)= ] V(x-y)f(yay . (12)
ox - ox T s %0 To sum up after substitution of (8) and (11) into (12) we

get the following averaging by the thermal oscillations po-
tential of interaction with the totality of high-indices charged

(2m+1,2n+12p+1) planes of LiF crystal:

Conditions (9) mean that nuclei distribution density on
"frozen" planes has a singular character; i.e. is expressed
as follows:

0(0)=§ 3 [0 (r—ke)+ 2 5(x- o +a12)]. (10

U(x)= i {Uﬁ1)(x—kd)+(1;“) ng)(x—kd)wtu(x—kd—d/2)+U+(x—kd)}:Wo(x)+W+(x), (13)

k=—x
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—exp(A {

w2
ng) (x)= \/20 exp(k > + ]{exp( xox){Piﬂ)

+exp(k0x)[P£+2) (x)erfcx o (X)+ P§+2) (x)\/%exp[—(mrz (x)

S ﬂ 2)}}

(x)erfci, 4 (x)+ P (x

(13.1)

(13.2)

2
U_(x):—%{z,:b,: exp[:b'g}[exp[—;(F]erfmgg(x)+exp[é]eﬁc1i)(x)} > ¢ p[uznz J exp (- )[P?S;)(x).(13.3)

erfel) (x)+ u_n,-\/% exp{—(‘cp) (x))Z:IPZ(;) (x)} - exp(n,-x)|:P(2) (x)erfe (x)-u |2 exp{ )1;32(,2) (x)ﬂ} ,

ho(3rgut —19r3u +72) 8.8

exp{ X dlz) H (13.4)

gut 4302

— X"t
60 20

33 . MB(1guZ-3) , ao(rdul-sr3u?+12) , (rfud-6rdul +272fuZ -60)

X———t 4 - t 44,
60 60 60 5

Au® adu®
p(+1+2) (v _ 2o X3+ 2 X+ 20 20
N RRT: 10 - 15 60 10
13030 140gu? 6 12 12
+#—$+k—, P2(i )(x) xzn,zixn,(Zugn,-z— )+u nt —7u®n? +36, Pé,- )( x) = xn? 7 x%n (3u n? 9)
0

1
+xn,(3u nt —15u°n +36):Lu(_3n, t6un? F25un7 £60, T4,,(X)= \/E()Lqui;j, K+1‘+2(x)=\/§(7»0u+$uxj.
+ +

12 1|1U- _ x 12 1 X
TE)F )(X):\/E[bp+u_}' -;g )(X):\/E[niu+LI_J‘
}LO 227\,2/30 5 WO (X)

by electro neutral skeletons of Li* and F~ ions, W, (x) —

interaction potential occurring as a result of non-
compensated positive and negative charges of these ions
(in the final part of this paper we'll return to these potentials
analyzing them in detail). Here u: and u- — the amplitudes

of thermal oscillations of Li* and F~ ions, respectively,
which are calculated below accordingly with Debye theory

(see, for example, [1]):
1/2
1] » (14)

2
S8 |1 (T
mykgTp |4 \Tp
ion masses respectively, Tp —

where m, — Li* and F~

Debye temperature.
As the first example in Fig. 2 the interaction potentials

(13) averaging by the thermal oscillations in Li* (111) and

F~ (111) planes have been built. Besides, these potentials
were being calculated for three sets of thermal oscillation
amplitudes. The first set of the thermal oscillation ampli-

tudes of u, ~0,117A and u_~0,071A for Li* and F~

— the interaction potential originated

fTD/T Edg
0 exp&-

<
H
Il

ions respectively at T =300°K was found by means of the
formula (14) on the basis of the numerical meanings of

m, =6,941m,, m_~18,998m,, Tp~730 K. Two other
sets are taken from [14], i.e. we have u, ~0,118A,
u_~0,092A and u, =0,118A, u_~0,107A. It is evident
that only amplitudes u_ are different.

Visible changes of the depths of the potential pits in F~
(111) planes only is seen from Fig. 2. It is just evident since

in these sets only u_ amplitudes have a strong difference.
Let's pay attention to quite a high sensitivity of the structure
of (13) potential, for example, on the alternation of u_ am-

plitude (as it is seen from Fig. 2, u_ alternation in the
range of 0,071A—-0,107A causes the decrease of the

depths of the potential pits in F~ (111) planes from ~16 eV
up to ~14 eV). In their turn QCR spectra the detailed con-
sideration of which we are starting now will be sensitive to
similar alternations as well.

The investigation of the radiation transitions and
QCR spectra at relativistic electron channeling in
charged crystallographic planes of LiF crystal. Let's
proceed to the analysis of the arisen radiation transitions in
the potential pits represented in Fig. 2a, b. For this it is
necessary to write down the solution of the following one-
dimensional stationary Schrédinger equation with the rela-
tivistic mass of my (m - electron rest mass):

[_;;y;;w(x)}w(x)_w(x), (15)
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Fig. 2. Electron interaction potentials averaged by the thermal oscillations at their channeling in LiF crystal along
the charged Li* (111) and F~ (111) planes respectively with the utilization of
(a) — the first, (b) — the second and (c)- third sets of amplitudes of the thermal oscillations u. v u_

in which for the potential U(x) energy, as it is usually

done in the case of planar channeling (see, for example,
[2]), we choose the following Pashle-Telller approximation:

U(x) = -Ug ch™2 [g} . (16)

After the substitution of (16) into (15) we get the energy
level spectra of the transverse motion

2
(s- n)2 , n=01..[s],

En =

- (17)
2myb2

/
where s = (2myU0b2 /12 +1/4)1 242, [s] - the integer

part of s number, and also their corresponding proper wave
functions

W, ()= r2(1~2(ss__2nn++11)) {br,zlz(:—_:}r 1)}1/2 (Ch Zjn_s . (18)

) Cﬁ_n+1/2 [thgj’

where T'(x) —a Gamma-function, C}, (x) —a Gegenbauer

polynomial [2]. At this the energies of radiation transitions
are calculated by means of the formula
1omn = 2v% (em —&n) - (19)
The following step deals with the comparison of the posi-
tion of QCR spectral lines calculated in the paper for three
given above sets of the thermal oscillation amplitudes with the
results of the experiments. For example, let's take advantage
of the experimental data on the radiation of the channeling
relativistic electrons in (111) planes of LiF crystal given in [14].
For this let's approximate the potential pits in Fig. 2a, b, ¢ with

the utilization of the functions (16) and find Uy and b pa-
rameters. In particular, in the case of the first set of amplitudes
u, for the potential pits in Li* (111) planes we have the pa-
rameters of Uy =5,33eV, b'~0,24A, and in F~ (111)
planes we get the following values: U, ~16,13eV and
b ~0,21A, in the case of the second set in the first planes we
have Uy ~5,26eV, b'~0,24A, and in the second ones —
Uy =14,78eV and b~0,21A . At last in the case of the third
set we get such meanings: Uy ~5,18eV, b'~0,24A and
Uy =13,89eV, b=0,21A. On the basis of these parame-
ters by means of the formula (17) we calculate numerical val-

ues of the transverse energy levels at the energy of the chan-
neling electrons equals to E =54,2MeV which corresponds
to the conditions of [19]. Let's enumerate these data in turn for

all the three cases. In the first case in Li* planes we get
§'~2,48, gy ~-3,80eV, gy ~-135eV, ey ~-0,14eV,

and in F~ planes — s~4, gg=-129eV, g, =-7,26€V,
gy ~—3,23eV, g3~-0,81eV. In the second case Li*
planes we get s'~2,46, gy =-3,72eV, g =~-131eV,
ex = -0.13eV, planes - s=%~3,81,
gg #—117eV, g1 ~—6,36eV, gy ®—2,64eV,
e3 ~-0,63eV. s~3,61, ¢g~-1157eV, ¢ ~-6,05eV,

and in F~

g, ~—2,30eV . In the third case in Li* planes we get
S'~2,44, cy ~-3,67eV, g ~-128eV, ey ~-0.12eV,
and in F~ planes - s=%368, ¢g;~-10,92eV,

g1~-579eV, g, ~-228eV, &3 ~-0,37eV. Numerical

values of all the most intensive spectral lines (the calculation is
made in accordance with the formula (19)) for direct and tun-
nel transitions are shown in Table 2.

In Fig. 3a the potentials of interaction averaged by the
thermal oscillations are shown (and the systems of trans-
verse energetic levels in them) only with the utilization of
the third set of amplitudes since as it is seen from the third
column of the Table 2 and the Fig. 3b, quite a good
agreement between the calculated for this case spectral
lines is observed (the positions of these lines are marked
by the vertical arrows) and experimentally given in [14]
picks of intensity occurring at the channeling of relativistic
electrons with E =54,2MeV energy in the charged (111)

planes of LiF crystal.

Table 2.
The numerical meanings of spectral lines occurring
in the averaged by the thermal oscillations (three sets
of amplitudes are used) potential pits of the charged (111)
planes of LiF crystal at the channeling
of electrons with Lorentz factor y = 107,1

Transition 1 2 3
150 134,2 126,8 119,6
21 93,4 86,0 78,8
352 52,6 45,2 38,0
150 54,9 54,4 53,8
30 68,8 73,2 75,6
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Fig. 3. (a) — the interaction potential and the transverse energy level system of the transverse energy ¢,, occurring
at the channeling of electrons with the longitudinal energy E = 54,2 MeV in crystallographic (111) planes in LiF crystal
at T = 300 K: (b) the measured radiation spectrum arising at the channeling of such electrons along (111) planes
in LiF crystal taken in [14] (the arrows illustrate the identification of spectral lines with the arising radiation transitions)

However, note that in the calculations carried out in
[14] not all the experimentally observed picks of the in-
tensity of the radiation are compared with the transitions
between the levels of the channeling motion, since the
number of transitions given in [14] is insufficient for this
purpose. Besides, some of the radiation transitions pre-
dicted in [14] don't coincide with our ones. The reason for
this is evidently connected with some structural differ-
ences of the interaction potentials which as it is stated in
[14] are got empirically with the utilization of so-called

factors of electronic dissipation for the isolated Li* and

F~ ions. In [14] the calculation of the interaction poten-
tials for the channeling electrons in (111) planes is almost
the same as in the calculations in the electro-neutral
(100) and (110) planes, i.e. the situation is as if crystallo-
graphic (111) planes consist as well of electro-neutral Li
and F atoms. In reality, as it stated above, (111) planes
are charged as they are built of positively and negatively

Li* charged and F ions. As proceeds, it is evident that
the calculation of planar interaction potentials should be
done using the correct one-particle interaction potentials

2
Q) 2y°Qyr 4 i=1

n[2(s'=i")+1]

where f(x):(1—2x+2x2)x(1—x), Q=

2myb2
n[2(s—i)+1]

Qjiq= > — the frequencies of the direct tran-
' 2myb

sitions between the neighboring energy levels of /',i'—1

and i,i-1 respectively in Li* —pit and F~ —pit,

n {s’z (s-3)°
Q30 2 2
b b

0=— - 1 — the frequency of the tunnel
2my

transition between the energy level 3 in F~ — pit and the
energy level 0’ in Li* —pit, (P+(9)) and (P;(9))- the av-
eraging capture probabilities of the channeling particles
respectively on the levels ¢, (n’=1,2)and ¢, (n=1,2,
3) in a planar channel (111) of LiF crystal, 3=~ p,/mcy —
angle of the particle incidence in a crystal, x4, X;;_4 —

matrix elements of dipole transitions between the
neighboring energy levels in the case of a direct radiation

transitions respectively in Li* —pit and F~ — pit, X3 —

of (1), (6) type and don't use the ones "standard" (and
unutilized in this case) potentials of electro-neutral atoms.

Proceeding from the above mentioned, there should be
expected some non-coincidences between the systems of
transverse energy levels calculated in the given paper (and
hence the transitions arising between them) and the ones
given in [14]. Really, the formation of the spectral line of
quasi-characteristic radiation with ~55keV energy we
explain by 1 — Q' transition and in [14] by means of two
352 and 1 -0 transitions (3 — 2 ftransition as it is
seen from Fig. 3b, is connected with the radiation of the
energy of ~40keV ), the formation of the spectral line of
the radiation with ~ 80keV energy unlike in [14] we con-
nect not only with 2 — 1 transitions but with 3 — 0" tunnel
transitions as well (see Fig. 3b). We observe a close fit only
with the respect of photon radiation with ~120keV energy.

To be more convinced in our calculations regularity and
to find out the contribution of all the radiation transitions
into a total picture let's carry out an analytic calculation of
QCR spectral intensity in dipole approximation in accor-
dance with the following formula (see [1]):

a2 3
o Cf{; Xf i aQ oo [w] (P (9))+ 2 x5 40F o [ZyZQw,,_J (P (9))+(Ps (9)) X505 of [2}/2?230]} (20)

matrix element of the tunnel transition between the energy
level 3in F~ — pit and energy level 0’ in Li" — pit.

At this the probability (P, (9)) is found as follows. First we
calculate the amount P, (8) supposing that the state of the
transverse motion of the particle to the crystal is described by
the plane wave y(x)= (d)_1/2 exp(ipyx/n), ie. in corre-
spondence with the theory of sudden perturbations we get [1]:

2
1|pd/2 imy8x
P, (9):5Ld/2exp[ ;2 j\yn (x)dx

Then let's carry out in the following way the averaging
of the probabilities capture of the channeling particles

P,(8) by means of the function of normal distribution of

(21)

1/2
g(8)= (2719%) eXP(— 32/283) (here 9, —an angular
dispersion):
(P, (9)) = j:Pn(S—S’)g(S’)dS’.
Matrix elements of dipole direct transitions x,, , ¢ are

(22)

found in correspondence with the following formula [1]:
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b(m-1)! [m(s-m)(s-m+1)] = mm]
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(-1 r(2s +k-m+2)T (25 - m+1+1)
2Tk (m - (m -k -N)IT(s+/-m+1)T (s+k—m+2).
1) &) r(2s-2m+p+i+1)

(23)

'E)(ku—

Just the matrix element of the dipole tunnel transition
X3¢ Is calculated in correspondence with the following

127

p)!T(2s-2m+p+1)/5

expression:

+00

X30 = I_m vo (X)xys(x—d/2)dx . (24)

Thus, using the formula (18) for the wave functions
v, (x) we calculate by means of the formulas (21) and

(22) the averaging probabilities of the captures of (P, (9)),
then using the formulas (23) and (24) we find all the neces-

Mp-rS ii(r+s+i-m+1/2)°

sary matrix elements X,y 1, Xnm-1, X3o » and at last by

the formula (20) we calculate the dependencies of relative
spectral densities of QCR intensity G(m), constructed be-

low in Fig. 4a, b, c for three angles of incidence 3 (note
that the function of the intensity spectral density dl/do we
standardize in a way to get an approximate coincidence of
the calculated dependence in Fig. 4a with the radiation
spectrum measured also at zero incident angle repre-
sented in Fig. 3b).

4 T T 2 T T 03
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-
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Fig. 4. The spectral density of QCR intensity calculated in relative units in a dipole approximation and occurring as a result
of relativistic electron channeling (with a longitudinal E = 54,2 MeV energy and an angular dispersion 3, = 0,3 mrad)
along crystallographic (111) planes of LiF crystal in the cases of the following incident angles: (a) — 8 = 0 mrad, (b) — 8 = 0,5 mrad, (c)

As it is seen from Fig. 4a, where an identification of spec-
tral lines with possible transitions is made a satisfactory fit with
a measured spectrum is observed (a little differences in the
magnitudes of main picks of the calculated spectrum are evi-
dently due to dipole approximation utilization and non-
accounting of the alternations of the populations of the trans-
verse energy levels in the process of electron channeling.
Note that in [12] there is also a radiation spectrum calculated
in a dipole approximation for electrons with y =107 Lorentz-
factor. It is essentially different of the measured spectrum in
Fig. 3b, and the one we calculated in Fig. 4a, since the inten-
sity of the first spectral line appeared to be the biggest one
(may be it deals with errors in the calculations since even the
formula (10) in [12] has written with an error).

From Fig. 4b, c it is evident that spectral intensity at the
incident angle alternation (we have chosen the incident
angles of 3 = 0,5 mrad and $ = 1 mrad) falls approximately
according to the law as shown in Fig. 7 in [14].

The paper has also calculated the systems of energy lev-

els in Li* (111) planes and in F~ (111) planes at Lorentz-
factors of y=60,7 and y =34 . In particular, at y = 60,7 for

the first set of amplitudes in Li*
ey = -3,4eV,
gg = —12eV,

planes we have s'~177,
ey =—0,64eV, and in F~ planes — s=29,
g1~ -516eV, &, ~-116eV, for the second
set of amplitudes in Li* planes we have s ~175,
gy *—3,33eV, g ~-0,61eV, and in F~

s~276, co~-10,84eV, g ~-441eV, ¢~

planes -
-0,82eV

and at last for the third set of amplitudes in Li* planes we
have s'~174, gy =-3,29eV, g ~-0,59eV, and in F
s~2,66, ¢g~-101eV, g =-394eV,
g5 ~—0,63eV . Such a level presence leads to the appear-

ance of three spectral lines of radiation in each of these three
cases, numerical data for which are given in Table 3.

planes -

Table 3
Numerical meanings of the spectral lines occurring
in the averaged by the thermal oscillations (three sets
of the amplitudes are used) potential pits of the charged (111)
planes of LiF crystal at the electrons channeling
with y = 60,7 Lorentz factor

Transition 1 2 3
1—-0 51,9 48,8 457
21 28,8 25,6 22,6
150 20,1 19,9 21,1

Fig. 5a represents the averaged by the thermal oscilla-

tions interaction potentials in Li* (111) and F~ (111)
planes (and the systems of the transverse energy levels in
them) with the utilization of the second set of the ampli-
tudes since as it is seen from the second column of the
Table 3 and the Fig. 5b, this case has the closest fit be-
tween the calculated spectral lines (the positions of these
lines are marked by the vertical arrows) and the picks of
the intensity experimentally given in [14] occurring at the
relativistic electrons channeling with E =30,5MeV energy.
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Fig. 5. (a) — the interaction potential and the transverse energy level system of the transverse energy €., occurring
at the channeling of electrons with the longitudinal energy E = 30,5 MeV in crystallographic (111) planes in LiF crystal
at T = 300 K: (b) — the measured radiation spectrum arising at the channeling of such electrons along (111) planes
in LiF crystal taken in [14] (the arrows illustrate the identification of spectral lines with the arising radiation transitions)

Note that for this energy of electrons almost a close fit be-
tween our calculations and the data in [14] is observed. There
is only a little difference for 2 — 1 transition. The spectral line
corresponding to it in our case has less energy than in [14]
(however, as it is seen from Fig. 5b, it does not influence the
accuracy of the identification with the experimental data).

There is almost a complete fit at this electron energy just
between a radiation spectra namely between the measured
spectrum in Fig. 5b and a calculated one in Fig. 6.

From Fig. 6 it is seen that in additon to 1—>0, 2 —>1,
17— 0 direct transitons enumerated in Table 3,
2—-50,1T—>1and 1 — 0 tunnel transitions contribute defi-
nitely to a total spectral intensity splitting the second spectral
line (a more complicated structure of the second line is also
visible on the experimental dependence of Fig. 5b).

G(o) 'J2—>1 ' i1—>o' '
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B 250 |
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0 ] ——— |
0 20 40 60 80 100
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Fig. 6. The spectral density of QCR intensity calculated
in relative units in a dipole approximation and occurring
at relative electron beam channeling E = 30,5 MeV along (111)
planes of LiF crystal (an electron beam has an angular
dispersion of 8, ~ 0,15 mrad and an incident angle of § = 0)

At y=34 for the first set of the amplitudes in Li*
planes we have s'=123, gy ~-294eV, g ~-0,1eV,
s~2,07, ¢ =-1087eV,
g1~ -2,9eV, & =-0,01eV, for the second set of the am-

and in F~ planes -

plitudes in Li* planes we have s'~122, g, ~-2,88¢eV,

ey =—0,09eV, and in F~ s~196,
gy #—9,78eV, g~ -2,35eV and at last, for the third set

planes -

of the amplitudes in Li*
gy *—2,83eV, g ~-008eV, and in F
$~189, gy ~-9,09eV, & ~-2026eV.

Such levels led to the appearance of three spectral
lines of radiation in the first case and two spectral lines in
another two cases. The numerical data are presented be-
low in Table 4 only for two spectral lines.

planes we have s=~121,

planes—

Table 4
Numerical meanings of the spectral lines occurring
in the averaged by the thermal oscillations
(three sets of the amplitudes are used) potential pits
of the charged (111) planes of LiF crystal
at the electrons channeling with y = 34 Lorentz factor

Transition 1 2 3
150 18,8 17,5 16,2
150 6,6 6,5 6,4

Comparing the numerical data for spectral lines repre-
sented in Table4 and the experimental picks shown in
Fig. 7b it is seen that the best fit at £ =16,9MeV electron

energy occurs when the averaging by the thermal oscilla-
tions of the interaction potentials with Li* (111) and
F~ (111)
u_~0,085A amplitude utilization which by the magnitudes
are between the first and the second sets. For such ampli-

planes are carried out with u, ~0,118A,

tudes the potential pits in Li* (111) planes have the follow-
ing parameters: Uy = 5,26eV, b'~0,24A,andin F~ (111)
planes: Uy ~15,2eV and b ~0,21A. Further in Li* planes
we have s'~122, gy ~-2,89eV, gy =-0,09eV, and in
F~ planes — s=~2, g5 =-10,13eV, g =-2,52eV, which
leads at 1— 0 transition to the appearance of a spectral line
with 7wy ~17,6keV energy and at 1 — 0’ transition to the

spectral line with 7oy ~ 6,5keV energy. Relative potential

pits along with the system of energy levels in them are
shown in Fig. 7a and the arrows in Fig. 7b indicate the arisen
direct transitions.
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Fig. 7. (a) — the interaction potential and the transverse energy level system of the transverse energy ¢,,
occurring at the channeling of electrons with the longitudinal energy E = 16,9 MeV in crystallographic (111) planes
in LiF crystal at T = 300 K: (b) — the measured radiation spectrum arising at the channeling of such electrons along (111) planes
in LiF crystal taken in [14] (the arrows illustrate the identification of spectral lines with the arising radiation transitions)

Note that in the list of the spectral lines in [14] there is
only one line in the region of ~17keV energies. Just our
calculation led to the appearance of one more spectral line
in the domain of ~7keV energies. Besides, as it follows
from the calculation of the spectral density of QCR intensity
(see Fig. 8), there is two more weak picks connected with
17 —1 and 1 — 0 tunnel transitions.

Evidently this numerous spectral data totality is a con-
vincing confirmation of the calculation regularity of the in-
teraction potential (13) with the charged (111) planes for
LiF crystal.

Besides, to find the closest fits between the calculated
spectral lines and the experimentally observed ones an inter-
esting objective law was stated. It turns out that the channel-
ing electrons energy increase causes a slight but still visible

decrease of the potential pits depths in F~ —(111) planes.

The potential pits at this in Li* —(111) planes remain invari-
able. One may give a physical explanation to this phenome-
non admit the opposite effect of the channeling particles on

weakly bound external electrons of F~ ions at the expense
of the proportionally increased to the Lorentz factor y the
transverse component of the electric field moving particle.
At this the channeling relativistic electron polarizes crystal
ions which resulting in the changing of a planar interaction
potential itself analogous to the screening effect of ion po-
tential due to media polarization (see, for example, [9]).
From the mathematical point of view it is expressed by the
alteration of a; and {; parameters of the wave function of
(3). At the same time the channeling particle influence on

strictly bound 1s-electrons of Li* ions, is apparently negli-
gible. In general,-this question needs a more detailed in-
vestigation, since accounting delayed effects in space and
in time the screening leads to so-called wake potential ap-
pearance [9] which mechanism of origination in ionic crys-
tals is treated in [8].

Comparing the data represented in Fig.8a and
Fig. 9a, b we see that in the case of LiF crystal the inver-

sion effect occurs for more light Li* — (2m+1,2n+12p+1)

planes starting from (511) planes. It means that one more
effective confirmation of the calculated interaction potential
validity could be the experimental observation of the only
spectral line with ~65keV energy on 1— 0 transition
occurring at the channeling of relativistic electrons with

y =150 Lorentz-factor along the charged (511) planes of
LiF crystal. In the case of (311) planes at the direct 1— 0
transitions at y=107,1 there will be radiation with
~80keV energy, at y=60,7 - the radiation with
~27keV energy and at y =34 the radiation with ~ 7keV

energy may occur only at the expense of 0'— 0 tunnel
transitions.
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Fig. 8. The spectral density of QCR intensity calculated in
relative units in a dipole approximation and occurring at rela-
tive electron beam channeling E = 16,9 MeV along (111)
planes of LiF crystal (an electron beam has an angular dis-
persion of 3 ~ 0,15 mrad and an incident angle of 8 = 0)

Let's come to the consideration of electron interaction
potentials of electrons with high indices charged

(2m+12n+12p+1) planes in LiF crystal. In particular, in

Fig. 9a, b there are electron interaction potentials with the
charged (311) and (511) planes respectively, calculated at
home temperature allowing observing the dynamics of the
transformation of the potential pits into the potential barri-
ers at the change of the type of the channeling plane.

At last It should be noted that the influence of tempera-
ture factor on the formation of interaction plane potentials
for LiF crystal as seen from Fig. 10a, b, ¢ is negligible:
temperature increase leads to the decrease of the depths

of potential pits in Li* and F~ planes, but does not lead to
the inversion of the potential relief.
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Fig. 9. Electron interaction potentials at their channeling in LiF crystal:
(a) — in (311) planes, (b) — in (511) planes and energy levels arising at the channeling of electrons
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Fig. 10. Electron interaction potentials at their channeling with (111) planes of LiF crystal:
(a)—atT=0K, (b)—at T=300°K, (c) —at T = 600 K

General analysis of the effects of relativistic elec-
tron channeling in charged high-indices planes of ionic
LiF crystal. To sum up we came to a general conclusion:
the reasons of non-coincidence in the explanations of
spectral line position in LiF crystal (in [14]) with our analyti-
cal results are evidently due to non-correct calculation of
electron interaction potentials with charged planes in these
papers (charged planes in these papers are not taken into
account at all). Note that analogous demands could be
made completely just to the content of the paper [12], since
their calculations of spectral intensities are based on the
potential pit structures in (111) planes of LiF crystal given
in [14]. In addition if in [14] we speak on a possibility of

one-partial interaction potentials restoration for isolated Li*

and F~ ions by means of form-factors of electron dissipa-
tion just in [12] similar calculations are treated only con-
cerning neutral Li and F atoms. In this case to find one-
partial potentials one may get used of Tomas-Fermi atom
model (see [1, 9]). If return to ions, the calculation of their
electrostatic one-partial potentials either by means of factor
formalism forms or the way we used in our paper could
lead to Coulomb components (see the formulas (1) and
(6)). Planar potential calculation leads in the long run to the
following conditionally convergent series:

Vi (x)=Vo i {

n=—o

x+nd—g
2

—x+nd}. (25)

From mathematical point of view series (25) don't lead
to a definite meaning. However if takes into account a real
physical situation where a longitudinal crystal dimension is
many times less than the transverse one, the problem
could be solved. Then as it was done in [7], the interaction
potential with the alternative positively and negatively

charged "frozen" (111) planes (Li* and F~) is represented
as the following wake potential:

Vi (x)=aVy i Dx+nd\—%}x[%—\x+nd\j. (26)

Further averaging the potential (26) by the thermal os-
cillations (in positively charged with u, amplitude and in

negatively charged with u_ amplitude), we get a final ex-
pression

0

W, (x)= D> U.(x—kd).

k=—0

(27)

Namely this expression (27) is a consequence of Coulomb
components in one-partial potentials (1) and (6) is not com-
pletely taken into account in [14]. It is easy to show that planar
(111) potential given in [14] for LiF crystal is almost close fit to

our potentials at o.=0 (these potentials U(x,a=0) in di-

mensioneless units £ are shown in Fig. 11a).

Thus the potential of the channeling electrons interac-
tion with (111) planes in used in LiF crystal used in [14]
(got on the basis of form-factor formalism) is of a little dif-
ference from the analogous potential calculated in the
given paper (compare with Fig. 11b).

Besides, by means of analytical expression
U(x)=W,(x)+W,(x) it is easy to observe the contribu-

tions into the potential U(x) of electron neutral main part

Ws (x) and non-compensated Coulomb part of W, (x). As

it is seen from Fig. 11¢c, the potential pits in Li* —(111)
planes for both crystals created by electro neutral skeleton
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Wo (x) potentials, are very shallow. Just the account of the

potential Wi(x) represented in Fig. 11d leads to a sharp

increase of the depths of these potential pits. This is just
the essence of positron-likeness orientation motion of

negatively charged particles in such charged planes: in the
domains with the reduced electron and nucleus densities at
the expense of Coulomb component (27) quite strong in-
teraction potentials arise.

~ 10 Twi(z), ev
STu@E a=0),ev 5T uE)ev
10T Wy(e), ev
05 0 0,5 £ 05 0 05 £ 05 0 05 1t
} "k i F ~= '
5%/ 5
-0+ 0,5 0 ols £
10 10
20 4
57 A5T F
F F
201 F 20l -30 - o0l
Li* a Li* b M Lt d

Fig. 11. Interaction potentials of channeling electrons with (111) planes of LiF crystal:
(a) — in the case of a = 0, corresponding to [14], (b) — in the case of a # 0 corresponding to the results of our paper (c) — originated
of electroneutral skeletons of Li* and H'ions, (d) — occurring of non-compensated positive and negative charges of these ions

Conclusion. It has been got in the paper the interaction
potential (13) of the channeling electrons with the charged
(2m+12n+12p+1) planes for the ionic LiF crystal. It has

been carried out a detailed analysis in the case of (111)
planes resulted in a possible anomalous channeling regime in

Li* —(111) planes since these planes tend to create quite
deep potential pits at relatively low values of electron and nu-

cleus densities. Just in F* —(111) planes, on the contrary, the
potential pits become shallower as compared with those ones
which should be present in covalent crystals at the same elec-
tron and nucleus densities. Nevertheless, at the transition to
high-indices planes the inversion of the potential pits into po-

tential barriers occurs in Li* —(111) planes. Really in the pa-
per it has been shown that the inversion of the potential pits
into the potential barriers in this crystal takes place beginning
with the high indices (511) planes. It means that in this case
the processes of the deformation of the potential pits trans-
forming gradually into positive charged planes constructed

from Li* ions lead to so-called positron-like motion regime
concerning these planes (the electrons attracting to F~ —

(511) planes are repulsing from Li* —(511)) planes. Tem-
perature changes at this almost don't influence the inversion
effect. As it is seen from Fig. 10a, b, ¢, only the decrease of

the potential pits depths takes place (at this in F~ planes such

alternations become stronger than in Li* planes which is the
main reason for the inversion effect appearance).
For the electrons with Lorentz-factors y=106,7,

y=60,7 and y=34 in (111) planes of LiF crystal trans-

verse level spectrum of channeling motion were calculated
and the possibilities of transactions between them were
considered. The position of quasi-characteristic radiation
spectral lines was calculated and the comparison with ex-
perimental data presented in [14] was carried out on the
basis of these transitions. Besides, the functions of spectral
densities of QCR intensities have been calculated for all
these electron energies (along with direct transitions the
contribution of indirect transitions to spectral dependencies
has been taken into account as well which was not under
consideration in [14]). In spite of the fact that all these cal-
culations have been done in dipole approximation, as it

follows from the comparison of all these calculations data
with the results of the experiments (see [14]) our calcula-
tions lead to more adequate close fit between the theory
and experiments than it is substantiated in [14].

It is necessary to note that the results of the compara-
tive analysis between the calculated spectral lines and the
experimentally observed ones stated that the channeling
electrons energy increase leads to their opposite polarize
effect on planar interaction potentials resulting in the poten-

tial pits depths increase in F~ —(111) planes. Evidently
accounting delayed effects in space and time such polari-
zation leads to the appearance of so-called wake potential.

The obtained results may be used for the optimization
of some radiation processes. In particular, they may serve
the basis for calculation apparatus at the elaboration and
creation of high-effective rebuilding sources of a rigid
quasi-monochromatic radiation of X-ray and gamma-
ranges on the basis of the channeling of the relativistic
electrons. Anomalously weak electron dissipation, braking
and dechanneling at their motion in positively charged
planes of LiF crystal (in positron-like motion regime) pro-
motes radiation lines narrowing and their intensities sharp
increase. Note that the term "positron-likeness" in the pa-
per is used in two senses. In the first case it is used when
the inversion of the potential pit into a potential barrier oc-
curs and we use this term to emphasize that electrons are
not attracted to these planes but repulsed. In the second
case the term "positron-likeness" is used to indicate more
favourable conditions of the charged particles channeling

(for example electrons in Li* planes). Naturally these two
senses would coincide if we succeeded in the realization of
electrons channeling motion in inter-planar space. Analo-
gous remarks could be ascribed to the term "electron-
likeness" as well.

Note one more unimportant moment. By means of the
expressions (13.1) + (13.4) it is easy to show that the cal-
culated potential pits in (100) and (110) planes are in a
very close fit to the analogous potential pits represented in
[14]. On the other side, at oo =0 we also come to the simi-
lar result. First, all this ascertains that all our calculations
are quite correct starting from the consideration of one-
partial potentials (1), (6) and finishing with the averaging by
planes (see (8)) and by thermal oscillations (see
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(13.1) + (13.4)). Second, contributions into planar poten-
tials (100) and (110) at a =0, reflecting a real situation of
interaction potentials originating of non-compensated
negative and positive ion charges are also zero since the
amplitudes of thermal oscillations of various ions are differ-
ent. May be this fact will allow at some supplementary con-
ditions to realize electrons channeling motion in a true posi-
tron-like regime.

In the conclusion of the paper It should be noted that the
presence of all such peculiarities of electron motion in charged
crystallographic planes of LiF crystal may contribute to the
creation of the intensive reconstructed sources of short wave
QCR and also to the solution of gamma-laser construction
problem on the basis of mono-energetic beam of relativistic
electrons based on one of the schemes considered in [4].
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ANALYSIS OF THE DIFFERENT KINDS OF FOOD BY SEMICONDUCTOR SNO,/P-SI SENSORS

B po6omi 3a 0onomMo20t0 Mac-crekmpomMempuyHoi MemoduKku OOCJlidXeHO KOMMOHeHMHUU ckiiad 2a3080i ammocghepu, Wo
ymeoproembcs npu 36epieaHHi M'aca ma pubu npomsi2oM pi3Ho20 mepMiHy ma npu pisHux memnepamypax. llokasaHo, wjo 3 pocmom
mepmiHy 36epieaHHs1 criocmepieaembCcsi 3pocMaHHs NapyiasibHO20 MUCKY OKUCY ma 0800KUCY 8yarieyro. AHari3 kopensayii daHux mac-
cnekmpomMempii ma 8id2yKy HanienpoeioHuUKkogux ceHcopie Ha ocHoei 2zemepornepexody SnO,/p-Si i3 pPi3HO MOBWUHOIO Wapy oKucy
os108a do3eosiue obpamu ceHcop i3 onMuMasibHUMU napamMempamu.

Kmroyoei crioea: mac-crniekmpomempisi, 2a3, CeHCOPHa 2emepocmpyKkmypa, KpemHill, eosibm-amrepHa xapakmepucmuka, M'sco, puba.

In these work analysis of the masses-spectroscopy composition of gases, which evolve at various period and temperatures of stor-
age of the meat and fish were carried out. It is shown, that the basic gases, which registered by mass-spectroscopic method, are carbon
oxide (CO and CO;). Analysis of the correlation coefficient between sensor response and mass-spectroscopic data allows us to deter-
mine the sensor with the optimized parameters.

Keywords: mass-spectroscopy, gas, sensor heterostructure, silicon, current-voltage characteristics and their derivatives of sensor

structures, meat, fish.

Introduction. The nanostructure thin film of semicon-
ductors oxides are used for the construction of gas sensor.
Such sensors have named resistive, from the parameter,
which is under control. Diode-like thin film heterostructure
based on nanometer-scaled semiconductor oxides can be
used as the gas-sensitive receptor and transducer system
[1]. Against resistive oxide sensors, which one has a linear
current — voltage characteristics, the nonlinearity current —
voltage characteristics of the diode-like heterostructure can
be utilized for the new approaches to the creation gas-
sensitive structures. In such structures all parameters,
which characterize nonlinearity of the current — voltage
characteristic of the heterostructure can be used as sup-
plemented functionally important parameters.

The aim of the work is to study of the gas mixtures,
which evolve at the various period and temperature of the
storages of the meat and fish; to research responses of
sensory structures depending on the weight thickness of
adsorption-active layer in gases mixtures; to research re-
sponses of sensory structures depending on the different
kinds of meat (beef and pork) and fish (carp) by sensors
with the optimized parameters.

Experimental. For the analyzing of gases in experimental
installation was used masses-spectroscopic MH-7304. The
masses-spectroscopic was calibrated by nitrogen with energy
ionizing electron 60 eV. The measurements were realized
under room temperature. In process of the measurements
parameters masses-spectroscopic did not change.

The experimental heterostructure SnO,-Si structures with
superthin SnO; nanocrystalline layers were grown by mag-
netron sputtering deposition technique. Boron doped p-Si
<100> single crystal wafers with receptivity equal 4 Ohm-cm.

were used as a substrate. The Au (rectifying) and back
(Ohmic) electrodes were deposited by vacuum evaporation
technique. On Fig.1 the sensor structure is shown.

Measurements of the current — voltage characteristics
were carried out as it defined in [2]. The feature of the
measuring technique was that at the measurement of cur-
rent — voltage characteristics on the DC is padding the al-
ternating voltage by the amplitude less than 0,1 V at the
frequency (f) range 100 - 1400 kHz was applied. The tech-
nique of research allowed to measure not only current -
voltage characteristic on DC, but also second derivative of
the current — voltage characteristics.

Au
pa

SiO;

Si
Ohmic electrode
Fig. 1. The sensor structure.

For example, preliminary researches of sensory struc-
tures for testing of meat and fish at the various period of
storage are on the Fig. 2 and Fig. 3.

Creation of prototypes of gas sensors and development
of mathematical algorithm of analysis of the results got
with their help shown that informative parameters are: i)
position of maximum of second derivative (voltage); ii)

© Bekh ., iI'chenko V., Kravchenko A., Telega V., Prysyazhny V., 2012
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normalized maximum of second derivative of the current-
voltage characteristic; iii) the change of frequency on
which is observed maximum of the second derivative of the
current-voltage characteristic.

0.00047 I, A
0.0003
b
a
0.0002 |
0.0001 |
3 2 -1 0 1 2 Vv,V
-0.0001)

Fig. 2. The current-voltage characteristic
of sensor structure with the weight thickness
of the adsorption-active layer about 7 nm for the tests
of gas from laboratory atmosphere (a) and container
with fish for the term of 3 days storage at -1°c (b).

Gas-sensitive sensors based on SnOy/p-Si with SnO
layer thickness equals 7 nm, 15 nm and 20 nm are used to
analyze the gas release from meat (beef/pork) and fish
(carp) samples. Selected information parameter, which
quantitative and qualitative changes controls in measuring of
current-voltage characteristics, was value of current-voltage
characteristic second derivative maximum in gas environ-
ment normalized by the same sample measuring on start
(storage time — 0 day). On the next step, gained data in cur-
rent-voltage characteristics analysis compared with gas mix-
ture analysis results of mass spectroscopy (MS) method.

The coefficient of correlation between the response of
the gas sensor and data of MS has been calculated by the
next way. If we have two sets of the data x; (i=1, 2, 3, ...,
n)and vy (i =1, 2, 3, ..., n), the coefficient of correlation
between them can be calculate by next expression:

1 1
EZX,‘)’/—?ZX,‘Z)’/

corell(x;y) =

J%Z(x,- ~xP? \/%Z(y,- e
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Fig. 3. Dependence of second derivative of current-voltage
characteristic of sensor structure with the weight thickness
of the adsorption-active layer about 7 nm for the tests of gas
from laboratory atmosphere (a) and container with fish for
the term of 3 days storage at -1° C (b).

Results and discussion. Gas mixture analysis results
of mass spectroscopy shown, that in an atmosphere of a
sample during the storage at +3 °C prevail the following
components: atomic and molecular nitrogen (N and Na),
atomic and molecular oxygen (O and Og), pairs of water
(H20), an oxide of carbon (CO), a dioxide of carbon (CO,),
an argon and a radical OH. The masses numbers answer-
ing to the indicated components are given in the Table 1.

Table 1
Mass number 12 14 16 17 18 28 32 40 44
Components C N (@) OH H,O CO 0, Ar CO,
The analysis of the received results allows asserting, p, Torrahs _
that during the storage of meat under temperature +3 °C in 8.0x10°) LR
atmosphere of exemplar of amount of the dioxide of carbon 7.0 x10°®
and an oxide of carbon increases. 6.0 -6 ]
. .0 x10
Also for a changes example cause give pressures of o]
other gas. These diagrams for temperature of storage at 5.0 x10™]
20 °C are given on Fig. 4 and Fig. 5. 4.0 x10°
Analyzing results of the studies it is necessary to note, 3.0 x10°¢]
that quantity CO, which is oozed from stuffs food, depend "
on a period of storage, augment and gets peak meaning in 2.0x10 _
4-6 day of storage. Similar dynamics is observed and for 1.0 x10°®
carbon. Analyzing these result, and comparing them with 0.0 . .
visual observations over changes of explored product, it is 1 2 N 3 4

possible to speak that meat starts to spoil intensively after
the first day of a storage at 20 °C.

Values of correlation coefficient between sensor re-
sponse and MS data for beef, pork and fish samples stored
at -1 °C shown in Table 2.

Fig. 4. Dynamics of changes of partial pressures
of nitrogen at p=3-10"° Torrahs:

1 — laboratory atmosphere; 2 — 1 day (meat) at 20°C;

3 — 3 days (meat) at 20°C; 4 — 6 days (meat) at 20°C.
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Fig. 5. Dynamics of changes of partial carbon dioxide pressures at p=3-10° Torrahs:
1 — laboratory atmosphere; 2 — 1 day (meat) at 20°C;
3 — 3 days (meat) at 20°C; 4 — 6 days (meat) at 20°C.
Table 2
beef pork fish
Sensor, nm. 7 [15 [20 7 [15 [20 7 [15 [20
Mass number 12
corell(sensor(400 kHz);MS) 78% 26.9% 15.6 % 86.9% -45.2% |-4.7% 53.9% [64.9% |-27%
corell(sensor(700 kHz);MS) 83% 39.3% -15.2% 13.7% 29.4% |34.5% |56.8% |50.9% |46.4%
Mass number 14
corell(sensor(400 kHz);MS) 66% 5.4% -54.6%  [21% 57% 16.5%
corell(sensor(700 kHz);MS) -33.7% 24% -98.9% -4.9% 87% 87.9%
Mass number 16
corell(sensor(400 kHz);MS) 44.6% -8.1% 5.9% 45.6% 16.3%
corell(sensor(700 kHz);MS) -4.8% -5.1% 18.8% |84% 88.1%
Mass number 18
corell(sensor(400 kHz);MS) -43.8% 74.4% -20.8% [-91.9% [17.2% [-31%
corell(sensor(700 kHz);MS) -14.5% 32.8% 96.1% [-81.9% [33.3% |-13.9%
Mass number 28
corell(sensor(400 kHz);MS) 84.3% 87.8% 55.4%
corell(sensor(700 kHz);MS) 77.8% 74.4% 60.5%
Mass number 44
corell(sensor(400 kHz);MS) 78.8% -22.9% 83.8% -46.3% |-42.4% |49.2% 162.8% |21.6%
corell(sensor(700 kHz);MS) 86.1% 42.2% 11.6% 31.5% [-36.9% [58.8% |57.5% |-31.5%

So, obtained results allows us to make the conclusion
that the SnOy/p-Si gas sensors with the thickness of the
SnOs film in 7 nm and 20 nm are the best for the analysis of
the gas atmosphere of samples of meat and fish on the dif-
ferent stages of storage. For the SnO./p-Si gas sensor with
the thickness of the SnO; film in 20 nm, the amplitude of
maximum of the second derivative of current voltage charac-
teristics mast be measured on frequency ~ 400 kHz. For the
SnO,/p-Si gas sensor with the thickness of the SnO; film in 7
nm, the amplitude of maximum of the second derivative of
current voltage characteristics can be measured as on fre-
quency ~ 400 kHz, so on frequency ~ 700 kHz.

The low values of the coefficient of correlation between
the response of the gas sensor (especially for sensor with
the thickness of the SnO; film in 20 nm) and data for a 28
mass (of mass-spectroscopy dates) for the samples of
meat can be explained by not good monotony of the real
dependencies for MS and sensor data, measured on fre-
quency ~ 400 kHz.

The real dependencies for MS and sensor data for the
samples of fish demonstrate good monotony, so the values
of the coefficient of correlation between the response of the
gas sensor and data for a 28 mass are higher.

Hence, we can make some conclusions based on ob-
tained results. The most sensitive structure SnO2/p-Si for
gas environment analysis of meat (beef/pork) on different
stages of storage time are sensor with SnO; layer thick-
ness equals 7 nm. Best results observed for 400 kHz from
high-frequency small magnitude signal. Sensor response
on mentioned generated frequency shows good correlation
with MS data (mass numbers 28 — CO and 44 — COy).

Gas extraction analysis for fish samples on different
storage time observed for the same sensitive structure
SnO,/p-Si with adsorption-active layer thickness equals
7 nm. But best results for fish samples observed for 700
kHz from high-frequency small magnitude signal. Sensor
response on indicated frequency shows satisfactory corre-
lation with MS data (mass 28 — CO and mass 44 — COy).

Conclusions. In volumes where kept food products
occur changes of partial pressures of gases are, in com-
parison with atmospheric air.

For analysis of freshness of the food products of possi-
ble change use of partial pressures a carbon and carbon
dioxide.

As informative parameters which can be used in sen-
sor, it is possible to select dependence of normalized
maximum of the second derivative of the current-voltage
characteristic.

The SnO,/p-Si gas sensors with the weight thickness of
the SnO; film about 7 nm is the best for the analysis of the
gas atmosphere of samples of meat and fish on the differ-
ent stages of storage.
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DIFFRACTION OF LIGHT BY ACOUSTIC WAVES IN PERIODIC LAYERED

Y po6omi 3a dornomozoro KoMn'romepHo20 ModesiroeaHHsI doclioeHa Qughpakyisi ceimsiia Ha akycmu4YHUX XeUuJisiX 8 NnepioduYHil
cmpykmypi. 3'sicoeaHi ocobnueocmi po3rnoecrodXeHHs1 ceimiogux ma akyCmu4HUX Xeusb 8 nepioduyHili cmpykmypi, 3okpema 8 ii
esleMeHmMapHil Kkomipyi (xeuneeodi). [okasaHo, wjo 8 HagedeHill NepioduYHiIli cmpyKmMypi po3Mo8crodXXyrombCs JluwWe MIocKi akycmu-
4Hi xeui. Byro nokasaHo, wjo HasieHicmb nepioGUYHOI CMPYKMYypU He 8nsiueae Ha Kymosutl po3rnodin dugpakyiliHo2o criekmpy, ane
ernueae Ha amrimydHull po3nodin. Ompumani GaHi MopieHsHI 3 eKkcriepuMeHmMoM.

Knro4yoei cnoea: dugppakuyis Ha akycmu4Hux xeusnsx, ougpakyiss PamaHa-Hama, nepioduyHa cmpykmypa, wapyeami cepedosuuya.

In presented article the diffraction of light by acoustic waves in a periodic structure is investigated. The features of light and acoustic
waves propagations in a periodic structure, particularly in its unit cell (a waveguide) are clarified. It is shown that in the following peri-
odic structure only plane acoustic wave is propagated. It was shown that the presence of the periodic structure does not affect on the

angular distribution of diffraction spectrum, but effects on the amplitude distribution. The data is compared with experiment.
Keywords: diffraction of acoustic waves, Raman-Nath diffraction, periodic structure, layered environment.

Introduction. Diffraction of light at ultrasonic waves are
widely used in optics, spectroscopy, laser physics, trans-
mission systems and processing for spatial control of light
beams. But there are certain problems such as increasing
the efficiency of diffraction, managing energy distribution in
the diffraction spectrum, and so on. Lately a lot of work,
which revealed unique properties of periodic layered me-
dia, which were not previously observed in continuous me-
dia [3], while in some works proposed using periodic struc-
tures as a promising material for creating acoustic optical
devices with improved performance [4 ]. It was therefore
proposed to consider the usual diffraction of light by acous-
tic waves, but realized in the middle of the structure, which
has a periodicity of refractive index against frequency cre-
ated by the acoustic wave, and to investigate the diffraction
spectrum formed in this structure.

Development and discussion. The proposed struc-
ture (Fig. 1) consisting from two layers: solid (layer I) and
liquid (layer Il). Layer thicknesses were identical and equal
to 200 microns. As used solid glass, and as liquid used
water. Consideration of the interaction of light with acoustic
waves in this structure was carried out assuming that the
acoustic wave is distributed only in layers of liquid.

acoustic wave

light

mal 1 RERRRTRERLE

mal 1 ECEERRAMLAET

mal 1R EEEREAT

| Il | Il | ] |
Fig. 1 Model of the periodic structure

In the middle of each cell formed by the second layer
periodic structures, diffraction of light on acoustic waves
occurred in the Raman-Nath mode. [1] In this mode, the
distribution of light intensity on the diffraction maxima is
described by the relation:

Iy11g=1p(4x) (1
where J),(¢x) - Bessel functions, 7, - light intensity at

p-diffraction peak, Ig— the intensity of incident light. Charts

the intensity of light in the zeroth, first and second maxi-
mum of gl shown in Fig. 2.

Diffraction of light on the sound waves in the liquid is con-
sidered in terms of the interaction of light with sound pole.

L
1.0 1
0.8 -\

0.6 <

1 maximum

04 4 2 maximum

3 maximum

0.2 4

0 1 2 3 4 5 ql
Fig. 2 Dependence of light intensity at the maxima

In this case, in each cell will occur diffraction of light on
acoustic waves in the above-mentioned mode. Thus, for
each cell of the acoustic wave (beginning with the second)
the number of incoming rays that diffracts, equals the num-
ber of peaks that were formed during diffraction in the pre-
vious cell (Fig. 3).
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Fig. 3 Propagation of diffracted rays
in the multilayer structure

Series experiments were made to find characteristics
of acoustic wave propagating in a periodic structure. Speed
of sound is determined from the diffraction spectrum. It is
calculated from the angle of first maximum of diffraction.
Calculated diffraction angle for liquid was 0.0019 rad. The
experiments with the periodic structure and with clear liquid
(without periodic structure) show that the angles of the first
maximum of diffraction are identical and correspond to
calculated one (Fig. 4).

So, we can assume that the sound is propagates inside
the cells at the same speed as the outside (in the free at-
mosphere). Since speed is independent of the presence or
absence on structure. It means that in the cell (waveguide)
plane waves are propagated [2].

© Vasyliev I., Kolienov S., 2012
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Fig. 4. Forming of the diffraction spectrum with diffraction
maxima of the zeroth and first orders

Taking into account all above, the numerical calculation
of the result of light and acoustic waves interaction in such
structure was carried out. To check the results of calculation
the periodic structure (period 400mkm, 22 layers) was set
up. Propagation of diffracted rays in the multilayer structure
is show on Fig 3. Diffraction spectrum, namely, the angular
distribution of maximum intensity and the first maximum in-
tensity changing relative to zero maximum intensity depend-
ing on the power of acoustic wave were investigated. Com-
parisons of the obtained results with the corresponding de-
pendencies for the diffraction of light by an acoustic wave in
the aperiodic medium with equivalent length were carried out
also. Fig. 5 shows an example of the obtained dependences
of the intensity of the first maximum (I11) with relative to the
zero (10), depending on the voltage at piezo transducer (V)
for light with a wavelength of 532 nm, and frequency of
acoustic waves - 2.5 MHz

Conclusions. It is revealed that the presence of the
periodic structure does not affects to the spectral distribu-
tion of the diffraction pattern, but effects on the distribution
of amplitude. It is determined that the acoustic wave
propagation in cells (Il) of this structure approximated
corresponds plane waves propagation in a narrow
waveguide with rigid walls. This approach was used in the
simulation. A small divergence of the calculated and ex-
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perimental data allows us to affirm the correctness of the
choice model for theoretical calculations.
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Fig. 5 Changing the intensity of the first maximum of
diffraction spectrum (acoustic wave frequency 2.5 MHz)

Since the offered model agrees well with experiment, it
allows the search of optimal conditions for increasing the
efficiency of diffraction in a periodic structure by changing
the elements of the periodic structure. Preliminary calcula-
tions have shown that at a certain choice of parameters of
periodic structure with the smaller power of acoustic waves
and smaller interaction length can give the diffraction spec-
trum such as for the solid medium. This suggests that crea-
tion of acousto-optic devices, with smaller dimensions and
lower power consumption is possible.
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MICROWAVE PROPERTIES OF HEXAGONAL ARRAYS OF MAGNETIC NANO-DOTS

Spin-wave (SW) excitations in a two-dimensional magnonic crystal (MC) consisting of axially magnetized cylindrical nano-dots, ar-
ranged into hexagonal lattice, are considered. Frequency of ferromagnetic resonance (FMR) of an array into ferromagnetic (FM) state is
shown to significantly depend on array's geometry. The possibility of array demagnetization into regular antiferromagnetic state is analyzed.

Key words: magnetic nano-dot, magnonic crystal, collective excitation, ferromagnetic resonance.

Po3sansidarombcsi cniH-xeusnbosi 36ydeHHs y 0808UMIPHOMY Macuegi akciaslbHO HaMa2Hi4eHUX UUITiHOPUYHUX MagHimHuUX HaHo-
moYok, ernopsidkoeaHux y 2eKca2oHasnbHy rpamky. [fpodeMoHcmpoegaHo 3anexHicme Yacmomu ¢hepoMazHimHoO20 pe3oHaHCy Macugy
y ¢hepomazHimHoMy cmaHi 8id eeomempii Mmacuey. [poaHanizogaHoO MoXugicme pPo3MazHi4eHHs1 Macugy y peaynspHull aHmugepo-

Maz2HimHul cmaH.

Knro4voei cnoea: MacHimHa HaHOMOYKa, Ma2HOHHUL Kpucmars, KosleKmueHi 36y0xeHHs, hepomazHimHuUl pe3oHaHc.

Introduction. Magnonic crystals (MCs) attract much at-
tention recently due to their promising applications in mi-
crowave technologies [11]. There are two main types of
MCs: first is formed by periodic patterning of continuous
magnetic media (ferromagnetic film, etc.) [4, 5], while MCs
of the second type are periodic arrays of distinct magnetic
elements [6, 7]. MCs of the last type are interesting mainly
since they can work (i.e. have nonzero resonance fre-
quency, etc.) even in zero external magnetic field [3]. Also
recently the possibility of changing MCs' microwave prop-
erties by variation magnetic ground state (magnetization
distribution in an array) was shown, that opens a way to
creation of tuneable artificial magnetic media [12, 13, 14].

In this work we consider two-dimensional MC with hex-
agonal lattice. For nano-dots of circular and hexagonal
shape this type of lattice is the most close-packed, that
leads to increasing of all collective effects. Also fabrication
of arrays with hexagonal lattice can be simpler, especially
while using modern self-ordering technology [1, Ch. 9].

The article is organized as following: firstly we will rewrite
general theory of SW excitation in magnetic nano-dots' arrays
[15] for our particular case, than microwave properties of MC
in FM state is analyzed, and the possibility of dynamic ground
state control is considered in the last section.

Theory. We will consider only FM state of an infinite
periodic array, in which static magnetizations My of all dots
are parallel (direction of My is denoted by unit vector p fur-

© VerbaR., 2012
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ther). Assuming uniform profile of dynamic magnetizations
m; inside dots (so called macrospin approach), following

. . . ikr;
equation for collective SW amplitude my: m; =mye" "/

can be derived [15]:
—iopmy = Px Qe -my, (1
where tensor
Qy = yB1 +yuoMoFy (2)
Here y~2r-28 GHz/T is the modulus of gyromag-

netic ratio; o is the magnetic permeability of vacuum; ef-
fective scalar magnetic field B is the sum of external field
B. and fields created by all other dots:

B =p-(Bs —1oMoFo ) - (3)
Array's demagnetization tensor IEk is defined as sum
over reciprocal lattice L" of two-dimensional Fourier-
transform of mutual demagnetization tensor N(r) (defined
in [2]):

_ 1 _

F = 5 > Niik (4)
0 Kel”

where Sy is the area of elementary cell of direct lattice, that
in the case of hexagonal lattice with lattice constant a is

equal to S, =a2\3/2. For identical cylindrical dots with

radius R and height h mutual demagnetization tensor is
given by [2, 15]

KZF(kh)  kyk,f (Kh) 0
N = m kk,f(kh)  K2f (kh) 0 , (5)
: 0 0 K*(1-F (kh))
where J is the Bessel function of first kind and
F(x)=1-128" (®)

Equation (1) is identical to the equation for a single macro-
spin with the effective demagnetization tensor IEk . Choosing a

coordinate system (x',y',z'), in which the equilibrium mag-
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Fig. 2 SW spectrum in the hexagonal array of axially magnetized
cylindrical nano-dots in FM state at zero external field. Parameters:

dots’ aspect ratio h/R=5, lattice constant a/R=5 (solid line)

and a/R=3.7 (dashed line). Notation of symmetric points in Brillouin

zone is shown on Fig. 1b.

Using Eq. (7) we have calculated SW spectrum of array
considered (in this particular case coordinate systems
(x.y,z) and (x',y'.z') coincide). Excitation spectrum is

netization direction p coincides with the z' axis, the SW fre-
quency oy, can be derived in the explicit form:

of = (vB . mMFI((x'x‘))(YB+ wMFéy'y'))—(wMF.ix'y'))z ,(7)

where oy, = ynoM, .

The above formalism allows to define such practically
important characteristics as SW damping rate

2
A0, (M
Fk = - G* k‘ k‘ (8)
Imk ‘MX mk
and microwave absorption spectra
oVNy .« .,
P(w)=——%b; X"bg, (9)
. i my ®m
X" = 1HoMo v —0_. (10)

(coo—co)z-rl"g mii-uxmk '
Above ® denotes direct Cartesian product of vectors,
og is the Gilbert damping parameter,  is the frequency

of external microwave field b(t)= Re(bee*"‘”t), that is as-

sumed to be uniform; Ny — number of dots in array and V —
volume of dot.

Microwave properties. The above theory is applicable to
any nano-dots array in ferromagnetic state in the case of sim-
ple lattice (i.e. when primitive cell contains only one dot). In
this section the hexagonal array of dots, magnetized perpen-
dicularly to array's plane is considered (see Fig. 1a).

a) b)

98 8% |

566 .

75 E B .
X 2R

U

4n/3a

Fig. 1 Sketch of the array considered (a); the inverse lattice

(gray circles) and boundary of the first Brillouin zone (solid
lines) of the hexagonal lattice (b).
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Fig. 3 Stability diagram. The region of FM state instability
at zero external field is dashed. Inside: dependence of
array's FMR frequency on lattice constant a for aspect

ratio h/R=5 (solid line) and h/R=10 (dashed line).

monotonic in whole Brillouin zone and has minimum in its
center and maximum in M-point (see Fig. 2) at any geomet-
rical parameters and perpendicular to array's plane mag-
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netic fields, at which FM state is stable. This means that
FM state loses its stability firstly with respect to small
wavevectors, and, particularly, under antiparallel magnetic
fields array has to divide into domains with local FM states,
just like continuous ferromagnetic film with out-of-plane
anisotropy. Corresponding stability diagram is shown on
Fig. 3. It should be noted, that even in the case of dots with
large aspect ratio h/ R FM state is not stable in zero field if
dots are located edge-to-edge (a/R =2). This fact can be
easily understood by noting, that such close packed array
has to behave very similar to thin film, because array's
plane sizes are assumed to be substantially greater than
any other geometrical parameters. Of course, all above is
true while dots are in the single-domain state [10].

From practical point of view it is important to know FMR
frequency of array and velocity of SWs with small wavevec-
tors (comparing to inverse lattice constant). Using Egs. (4-

5) one can shown that tensor IEO is diagonal with equal (xx)
and (yy) components, that allow derive simple expression
for FMR frequency:

opur = 1Be + oy (RS - F)). (11)

FMR frequency is zero at the boundary of stability re-
gion and increase with separation between dots up to
resonance frequency of one isolated dot (see Fig. 3). Thus,
varying the geometrical parameter of array one can create
a set of artificial materials with preassigned resonance fre-

quency in range [O,mM/Z] (for isotropic materials; by us-

ing anisotropic materials range of frequency variation can
be substantially enlarged) that can work without applying
external permanent magnetic field.

Near the point k=0 all tensors N,k , except Ny, g,
can be expanded into common Tailor series:

Nk =Ny + A k+0(k2), (12)

where Al((’jo‘) = 6N§’QK /8ka‘k=0 is the tensor of third rank. All

A&’ja) are odd functions of either k, , either ky (but not of

both together), thus after summation over inverse lattice

linear term in F vanishes, because ZK_‘K‘_ConSt oAk =0.

The last term is expanded as

) cos? 0y cos, sin6, O
Nk+0 ~ mhR%k cos 0, sinb sin? 0, 0|, (13)
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Fig. 4 SW spectrum of array in in-plane FM state under
magnetic field H/M,=0.217 directed along x-axis.
Parameters: dots' aspect ratio h/R=5, lattice constant
alR=4. Symmetric points in Brillouin zone are chosen
as on Fig. 1b.

SW spectrum of in-plane FM state is shown on Fig. 4.
Near the boundary of stability spectrum has minimum at M-

:)Y JolNelN I JReNelN N

where 0, is the angle between wavevector k and x-axis.

Using above expression long-wave approximation for SW
dispersion relation can be derived:
nhR? 5
O = OFR + O = \k\+o(k ) (14)
So, SW spectrum in the range of small wavevectors is
isotropic and has nonanalytical peculiarity at point k=0
(from above consideration it clear that this nonanalyticity is
the general properties of arrays in FM state, which have
mirror symmetry along x and y axes simultaneously). Com-
paring Eq. (14) with long-wave approximation of magne-
tostatic waves in perpendicularly magnetized thin film [9],
one can see that group velocity in both cases are exactly
the same if magnetic moments per unit area

(2nR2hM0 /+[3a? for our case and hM, for film) are equal,

like in array with square lattice [3, 15].

Ground state control. SW spectrum and, particularly,
FMR frequency significantly depend on array's ground
state. So, by ground state switching one may obtain artifi-
cial material with tunable microwave properties. Ground
state control can be achieved in the arrays of nonidentical
magnetic elements owing to dependence of magnetization
reversal field on elements' geometry [12, 13]. However
such arrays have following disadvantages: (i) slow qua-
sistatic reversal processes and (ii) doubling of FMR peaks
even in ferromagnetic state that may be not suitable for
some application.

Arrays of identical magnetic dots have one FMR peak
in FM state (if array's lattice is simple). Switching into FM
state is trivial. Another ground state can be achieved by
applying some field pulse with slow decreasing falling edge
[14]. This method works if at some field small part of SW
spectrum becomes instable, and array reaches state, that
corresponds to instable wavevector.

It is of practical interest to switch arrays into fully de-
magnetized state (so called antiferromagnetic state —
AFM), in which total magnetic moment of array is zero. In
contrast to partially demagnetized states, AFM state can
have rather simple periodic structure (i.e. small number of
dots in elementary cell), like chessboard AFM state in the
case of square array of dots [3] or stripe-like state of hex-
agonal spin lattice [8]. And number of dots in elementary
cell is directly proportional to number of FMR peaks in ab-
sorption spectrum [15]. Obviously, in the case considered
switching into AFM state is most probable under in-plane
field pulse.
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Fig. 5 Ideal periodic double-stripe AFM state (a) and remanent state

of array after applying magnetic field pulse (b) with amplitude
0.25 T and length of falling edge 100 ns (numerical simulations,

see detail in Ref. [14]). Black and white circles correspond to dots
with opposite magnetizations. Array's parameters are as on Fig. 4.

point at any in-plane direction of external field and at smaller
fields M-point becomes instable. This corresponds to forma-
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tion of double-stripe AFM state (see Fig. 5a), because
wavevector in M-point k =(4z/3a,0) . But numerical simula-

tion showed that this state forms only very locally (see
Fig. 5b). Obviously, in such irregular state microwave absorp-
tion spectrum is very wide and isn't suitable for practice.

The reason of this behaviour is existing of three pairs of

M-points in the Brillouin zone: kM1=(4n/3a,0),

k,\,,23 :(2n/3a,i2n/\/§a) and their mirror images. All of

them can be transferred one to another by adding vector of
inverse lattice ky, = ij +nKi+mK, , K= (0,4n/\/§a) ,

K, = (2n/a,2nh/§a) . Since SW spectrum is periodic with

periodicity of inverse lattice (see Egs. (2-4)), all M-points
become instable at the same external field. Thus three
different states may appear with equal probability, and
long-range order can not be formed due to energy barriers
between states formed by Mi-X-M; zone (this barrier can be

overcame if ykgT ~ MgV (wy — oy ) . For the case consid-

ered this condition can be satisfied at room temperature by
using dots with radius less than 3 nm for permalloy).

Conclusion. In this article the magnetic nano-dots' ar-
rays with hexagonal lattice were investigated. From the
point of microwave properties array in FM state is similar to
ferromagnetic film with out-of-plane anisotropy — in both
cases FMR frequency is nonzero at zero magnetic field,
and SW spectrum in long-wave range is isotropic and
nonanalytic. FMR frequency and SW group velocity signifi-
cantly depend on array's geometry that can be used for
creation of artificial magnetic materials with definite proper-
ties. Using of hexagonal arrays as dynamical magnonic
crystals is not perspective due to: (i) complicated structure
of demagnetized state and (ii) six-fold degeneracy of this
state, that leads to appearing of complicated remanent
state after demagnetization with broad FMR line.
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ULTRASOUND QUANTITATIVE TEXTURAL ANALYSIS IN EFFECT
OF THYROID HORMONES' INFLUENCE ON TISSUE GLAND STATE

B pobomi aHanisyemscsi xapakmep po3Cito8aHHs1 yJIbmpa3eyKy € mkaHuHax uumornodi6HOI 3a5103u npu 3miHi ¢hisu4yHUX napame-
mpie cmaHy napeHxiMu Ha npuknadi KOHUeHmpauii 20pMoHie y Kpoei. B sikocmi KinbKicHOT oYiHKU Xapakmepy po3Cito8aHHs1 yiibmpa-
38yKy 06paHo napamemp eghekmueHoi 2yCmMuHU po3citosayie, sika sUMIPIOEMbCS1 3a 0MOMO20t0 PO3PO6IIEHUX anlzopummMie 06po6KU

ynbmpa3eyKkoeux 306pakeHb ujumorodi6bHoiI 3a51o3u.

Knroyoei cnoea: wyyumonodi6Ha 3ano3a, KOHYeHmpauyisi 20pPMOHI8, po3Cito8aHHs1 ylibmpa3syKy, egheKmugHa 2ycmuHa po3cirogadyis.

This article analyzes kind of the scattering of ultrasound in thyroid tissues by changing physical parameters due to parenchyma
state identified as the concentration of hormones in the blood. As a valuing of the measure of scattering of ultrasound chosen effective
density of scatterers, which is measured using elaborated algorithm of thyroid gland ultrasonic images processing.

Keywords: thyroid gland, hormones' concentration, scattering of ultrasound, effective density of scatterers.

Introduction. Mechanical properties of tissues depend
on the physiological condition of the thyroid gland and or-
gans that support its functioning. Concentration of hor-
mones leads to a value change of physical properties of
soft tissue. This change in turn affects the kind of the ultra-
sound scattering on tissues investigation. Depending on
the density of the location of the scatterers the registered
signal used in thwconstruction of ultrasound images is
changed. Functional disorder of the thyroid gland can be
clearly seen as areas of brightness change in the image.
As an index of the kind of ultrasound scattering on the tis-
sue used the parameter of effective density of scatterers
(EDS), which characterizes the fluctuation of the brightness
of the area of ultrasound images from the norm.

Determination of the EDS allows evaluating the kind of
the disease of the patient, knowing the correlation of the
parameters of ultrasonic images with known diagnoses.
The balance of hormones is broken by diseases of the thy-
roid gland. The result is hyper- or hyposecretion of a hor-
mone that affects the functional condition of the gland and
the condition of its tissues. Ultrasound images can capture
such fluctuation of the condition as change of EDS.

Development and discussion. lodized thyroid hor-
mones include thyroxine (T4) and triiodothyronine (T3). They
affect the growth and development of tissues, the total en-
ergy expenditure and circulation of almost all vitamins and
hormones, including thyroid hormones themselves. Hor-
mones act at cell nucleus, mitochonddria's level (affecting
oxidizing exchange) and at the plasma membrane. The

© Ignatyev Y., Radchenko S., 2012
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number of mitochondria increases with increasing the level
of the thyroxin hormone. That is why the physical parame-
ters affect the mechanical properties which changing. This
change can be traced by assistance palpation.

Investigation of thyroid gland activity has cascading na-
ture. Thyrotropin-releasing hormone is synthesized and
secreted in the hypothalamus. Under its influence thyroid
stimulating hormone (TSH) is secreted in anterior pituitary
and entered the blood in thyroid gland and stimulates it to
synthesis and release of thyroxine and triiodothyronine.

The balance of thyroxine and triiodothyronine content
affects the content of substances that cause physical con-
dition of tissues and influence their mechanical properties,
for example scattering parameters and bulk modulus.

Using a model of tissue as a set of particles [1], which
scatter ultrasound the EDS, can be calculate. For this purpose
is defined a ratio of brightness distribution moments of 2-th
and 4-th order of parts of the image of the thyroid gland. Mo-
ments of the brightness distribution are determined at the pro-
gram level and then the necessary parameter is calculated.

Area is chosen on monochromatic image to determine
this ratio. Every pixel is considered in the chosen area and
then their values of brightness are recorded (from 0 to
255). Values of brightness for all pixels is used to calculate
brightness distribution moment E of 2" and 4" order and to

P
calculate a ratior4=E{A4}/[E{Az}] . Determined ratio

allows estimation of EDS:
M =[2/(ry -2)].

Ultrasound images of thyroid gland were recorded for
each of the surveyed patients. As the thyroid gland is di-
vided into two parts — the left and right and for each part
was recorded two projections — longitudinal and transverse,
so each patient has four ultrasound B-mode images.

One type of section was taken for correct estimation of
the parameter (Fig. 1). There transverse section of thyroid
gland image has a small size of area hence in this section
we have more measurement errors of EDS than in longitu-
dinal sections.

Calculations were made for the left part of thyroid
gland. The EDS is determined on the chosen area on the
image, in our case in a rectangle (Fig. 1).

Fig. 1. Longitudinal section of the left part
of the thyroid gland
(1 — image of thyroid gland,
2 —the chosen area to calculate the EDS)

Change of functional condition depends on changes of
concentrations of hormones. That's why the distribution of
dependence between EDS and the concentration of thyroid
stimulating hormone was built for three groups of patients:
for hyper-, hyposecretion function and normal health.

Results. As input data has been used database of ex-
amined patient and was selected 29 patients, including 16
with normal thyroid function and 13 has a function disorder
of thyroid gland. This data include information about the
concentration of hormones, diagnosis and appropriate ul-
trasound image of thyroid gland.

The content of hormones depends on gender, so
measuring and calculations were performed separately for
men and women.

Found thatthe concentration of triiodothyronine for
men by 9% higher thanthe concentration of this hor-
mone for women (Table 1).

Table 1
Average values of T3 hormones’ concentration
for men and women and their ratio

<T3 (m)> <T3(w)> | <T3(w)>/<T3(m)> | A<T3>
1,21 1,10 0,91 9%

Patients with diagnosis of hypothyroidism (thyroid hypo-
function secretion of hormones) have a low concentration
of hormones T3 and T4 and too much concentration of
thyroid stimulating hormone (TSH), which inhibits deiodiza-
tion from T4 to T3. Otherwise patients with diagnosis of
hyperthyroidism (overactivity of secretion of thyroid hor-
mones) have relatively high levels of triiodothyronine and
thyroxin and insufficient quantity of thyroid stimulating hor-
mone, which is not enough for normal control of deiodiza-
tion from T4 to T3 and this is leading to hypersecretion
function and production of thyroid hormones.

For each analyzed image were performed five inde-
pendent measurements of EDS choosing of different rec-
tangular areas within the thyroid gland and recorded five
data sets.

The following calculations were carried out with the av-
erage value of EDS for each of the images. The average
value of error calculations EDS is 4%.

Change of functional condition depends on changes of
concentrations of hormones. That's why the distribution of
dependence between EDS and the concentration of thyroid
stimulating hormone was built for three groups of patients:
with hyper- hyposecretion function and healthy.
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Fig. 2. Dependence between changing
of TSH concentration with EDS for:
N — patient with normal condition of thyroid gland,
G — patient with hyposecretion function of thyroid gland,
D — patient with hypersecretion function of thyroid gland

Quantitative assessment of dependence between in-
creasing the EDS with increasing concentrations of TSH
allows conclude a linear dependence.

Line with bigger angle corresponds to patients with hy-
persecretion function of thyroid gland (D), which marked
with triangles. A line passing below corresponds to patients
with normal thyroid condition (N), which are marked by
circles. The lowest line, which passes through the squares,
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corresponds to patients with hypothyroidism — decreased
secretion of hormones (G).

A straight line that corresponds to the normal function
of thyroid gland is described by the equation:

y=0,33x+205.

A straight line that corresponds to the hypothyroidism
(reduced secretion of hormones) is described by equation:

y =0,06x+2,12 .

A straight line that corresponds to the hypersecretion
function of thyroid gland is described by equation:

y=0,88x+190.

It is evident from the Fig. 2 that the straight lines intersect
Y-axis in the environment of point M = 2. It is fact minimum
value the effective density of scatterers M can assume with
the completely no-scattering image which equals to 2.
Therefore the straight lines, which characterize linear in-
crease M depending on concentration TSH corresponds to
the mathematical maintenance of this of the model [1].

Slope coefficients are correlated with the change of
concentration of thyroid stimulating hormone. And the
straight line is located by that more abruptly than hyper-
secretion shows its influence and vice versa (Table 2).

Divergences of the slope coefficients for each straight
line do not overlap.

Conclusions. The effective density of thyroid tissue scat-
terers depends on the concentration of thyroid stimulating
hormone which controls the balance of thyroxine and triiodo-

UDC 519.9

thyronine content and deiodization. The method of statistical
evaluation proved that the dependence of the effective density
of scatterers of the content of thyroid stimulating hormone is
different for the cases of hypo- and hypersecretion thyroid
function and is linear for each of the cases.

Table 2
Slope coefficients for thyroid gland state
with different concentration

State of . .
. Hyposecretion Normal Hypersecretion
thyroid . i X
function condition function
gland
Slope 0,06 0,33 0,88
coefficient
oS >
0 0,2 0,4 0,6 0,8 1,0 1,2

Fig. 3. Divergence of the slope coefficients
of the straight lines
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RAMAN SPECTROSCOPY RESEARCH ON COMPLEXATION PROCESSES
IN WATER-METHANOL SOLUTIONS

Hocnidxyeanucb cnekmpu K0M61HaumHoao po3citoeaHHs1 Ol cucmemMu MemaHos1-e00a Npu Pi3HUX KOHUEeHMpauyisix KOMMOHeHm &
crnekmpanbHomy Oiana3oHi 2000-4000 cm”. Ans aHanizy ompumaHozo Habopy crniekmpie koMb6iHayiliHo2o po3cuoeaHHﬂ suKopucmosy-
sascsi Memod MCR-ALS. B pe3ynbmami npogedeH020 aHasi3y 6ys10 eauzHa4yeHo, w0 HalbinbLw onmumasnbHull onuc cymiwi Heo6xiOHO
npoeodumu 3 8UKOPUCIMaHHSIM MPbOXKOMIIOHeHMHoI Modesii. OmpumaHi pe3ynbmamu 60380JI5Fomb ofucamu CmpyKmypy po34uHy
mMemaHos-eoda. Modesib ornepye mpboma KOMIIOHeHmMamMu: MemaHosi, 8o0a i KoMriekc MemaHos/eoda (1:1). OmpumaHi KOHUeHmpa-
yitiHi npogbini 6ynu nopieHsiHi 3 MmeopemuyHUMuU nidpaxyHkamu, wyo 6a3yromscsi Ha meopii HeniHiliHoi dugby3ii. EkcnepumMeHmarnbHi i
meopemudyHi pe3ynibmamu crnienadarome 8 Mexax rnoxubku ekcriepumeHmy.

Knroyoei cnoea: kombiHauiliHe po3citoeaHHs1 ceimia, HesiHiliHa dugby3isi, eoOHesull 38'A30K, knacmep, memod MCR-ALS,
KOHUeHmpauis.

Raman scattering spectra of water-methanol systems with various component ratios were detected within the spectral range 2000-
4000 cm™. MCR-ALS analysis was used to decompose the Raman spectra into specific components of different composition. Three
components were found necessary to obtain a satisfactory fit to the data. The results allow application of a mixture model to describe
the structure of water-methanol solutions. The model consists of three species, namely, methanol, water and complex methanol/water
(1:1). Resolved concentration profiles were compared with theoretical calculations based on non-linear diffusion theory. Experimental

and theoretical results are in good agreement within the range of measuring error.
Key words: Raman scattering, nonlinear diffusion, hydrogen bond, cluster, MCR-ALS method, concentration.

Introduction. Vibrational spectroscopy provides in-
valuable information about hydrogen bonding in aqueous
solution. Recently, the processes determining the structure
of partially ordered liquids such as alcohols [2, 5, 8, 11, 20]
are interesting. As a rule, the molecular structure of asso-
ciates is studied using oscillation spectroscopy [23].

Recent experimental and theoretical methods open a new
stage of research in this field. Femtosecond spectroscopy
techniques provide information about the time of both rupture
and recovery of hydrogen bond [5, 11, 12, 16]. Cluster isola-
tion methods in Ar and He nanodrops gave an opportunity to
study clusters of different sizes separately [2, 22]. On the other
hand, modern computer programs let us to carry out quantum-
chemical calculations and to obtain data of the structure and
spectral properties of molecular systems.

The parameters of hydrogen bond in alcohol are close
to similar parameters in water. But the alcohol molecules
have carbon atoms that do not participate in the formation
of H-bond. It allows studying the processes in the medium

not only by the oscillatory band of hydroxyl (O-H) but by
Raman scattering spectra of vibrations of C-O, C-H bonds.
The alcohols are known to form H-bonds of medium power
(5—15 kcal / mol) [15].

Despite the fact that a lot of investigations [3, 4, 13, 15,
20] are devoted to the study of properties of water-
methanol solutions, the problems of the structural features
of these solutions have been still far from resolving.

This article is devoted to investigation of Raman scat-
tering spectra of water-methanol mixtures at different con-
centrations of components. Studying hydrogen bonds in
aqueous solutions at different concentrations of methanol,
proving the availability of cluster formations by comparative
analysis of Raman scattering spectra of H,O, CH3;OH and
their mixtures were the main aims of the investigation.

Experimental part. The spectral-computation complex
on the base of double monochromator system DFS-52 was
used in the measuring process. The complex can be condi-
tionally divided on three mail units: the unit of laser excita-
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tion, optical and process control units. The flow chart of the
complex is shown on Figure 1. The main stages of mod-
ernization will be observe in detail.

1. Radiation source. Argon laser LGN-503 was used like
an exciting radiation. The power supply unit of the laser works
on water cooling system 1. Outside contour of cooling con-
nects with the power supply unit of the laser 2. Inside contour
works on the distilled water like a cooling system for active

element GL-303B and metal bars of radiation laser unit 3. The
type of active element resonator was Littrov prism. It takes a
possibility of five wavelength generation: : 457,9 nm, 476,5
nm, 488 nm, 496,5 nm, 514,5 nm. The generation of wave-
length 488 nm was used for all investigations. The half-width
of wavelength 488 nm was measured in the spectral-
computation complex on the base of double monochromator
system DFS-52. It is about 1,8 cm’ (Figure 2).
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Fig. 1. The flow chart of the complex:
1 — water cooling, 2 — power supply unit of laser LGN-503, 3 — radiation source, 4 — interference filter, 5 — photodiode,
6 — estimation channel PEM-79 (photoelectrical multiply), 7 — ditch, 8 — thermostabilization, 9 - measuring channel PEM-79,
10 — PEM cooling, 11 — double monochromator mirror, 12 — diffraction grid, 13 — step engine, 14 — reducer,
15 — power supply unit of water cooling thermal stabilization system, 16 — water cooling inside contour

Relative intensity

T T T T T T T

4 2 0 2 4
Raman shift, cm™

Fig. 2. The spectrum of laser LGN-503 radiation
wavelength 488 nm

2. Estimation channel of laser radiation. Two estima-
tion channels were realized in measuring complex.

It's a registration system of photodiode signal (5 on
Figure 1) and registration system of PEM signal (6 on Fig-

ure 1). Registration system of PEM signal used for measur-
ing the intensity of Relei radiation. The estimation channel
with PEM has the imperfection. Raman spectrum of Relei
intensity and the intensity of microdust in the sample has
non leaner dependence. So it's necessary to use simulta-
neously two estimation channels. In this case it's possible
to get the spectrum which is pure of non stability laser work
error and additional microdust error.

3. Samples measuring conditions. Raman spectra of
liquids are very sensitive to temperature changing [21].
Consequently the thermal stabilization system was de-
signed (8 on Figure 1). The flow chart of the system is
shown on Figure 3. Temperature stabilization is realized
with the polarity power changing on Peitier element. The
special designed software for the measuring process con-
trol was used to control the temperature stabilization. The
temperature range of measuring can be varied from -15 °C
to +100 °C. The accuracy of temperature stabilization in a
range from +5 °C to +40°C is 0,05°C and in a range from
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15°C to +5 and from +40°C to +100°C is — 0,3°C. The aver-
age temperature of environment is ~ 20°C. Entering time

regime specified accuracy stabilization is about 30—40 min.
It's depend of required temperature of stabilization.

Thermal

stabilization system Thermo

sensors|

1] Foam
Ditich insulating
] L | — unit
D |
DN N — S Laser beam
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he relay of power
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Power supply
unit

Aluminum demfer

Double
Peltier
element

Water
cooling

Fig. 3. The flowchart of the thermal stabilization system

There is an optical system (Figure 3) which was used like an
amplifier of laser beam intensity and located inside of thermal
stabilization unit. It's necessary for the Raman intensity increas-
ing and the increasing of complex resolution respectively.

4. Registration system of Raman intensity. PEM-79
(photoelectrical multiply) was used like a detector of Raman
intensity (9 on Figure 1). The cooling system for PEM-79 on
forth Peltier elements was realized (10 on Figure 1). During
the measuring process the cooling temperature was -
10+0,5°C. The dark noise of PEM was decreased in four
times (Figure 4).
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Fig. 4. The dark noise intensity measuring with turn off cooling
power (the right part) and turn on cooling power (the left part)

This result was obtained during the dark noise intensity meas-
uring with turn off cooling power (the right part on the Figure 4)
and turn on cooling power (the left part on the Figure 4).

The software building Raman scattering spectrum on
these data has been designed. Panoramic spectra within
the range 2000 ... 4000 cm™ with a spectral resolution of 2
cm™ were recorded when registering a consistent signal.
Accumulation time of the spectrum record amounted to a
range of 40 minutes. Heating the sample during the meas-
urement of Raman scattering spectra did not practically
occur, due to small value of absorption coefficient under
excitation frequency. Scattered light is observed at 90°
relatively to the direction of incident laser beam. The spec-
tra were recorded with the width of input and output gaps,
which did not exceed 200 p.

MCR-ALS analysis. MCR-ALS analysis was used to de-
compose the Raman spectra into specific components of
different compositions. The MCR-ALS method [18] follows
the general form

D=cST +E )
In (1) D is the original Raman data matrix, which con-
tains the methanol solution data, is the matrix of pure con-

centration C profiles, and sTis the pure component spec-
tra. E is the matrix of residuals. MCR-ALS solves eq.1
iteratively by an alternating least-squares that calculates C

and ST matrices optimally by fitting the experimental data
matrix D. During the ALS optimization, non-negativity,
unimodality and closure constraints are applied [19]. Con-
vergence is achieved when relative differences in standard
deviations of residuals between experimental and ALS
calculated are less than 0.1%.

The MCR-ALS algorithm implemented by Tauler et al. [9]
was used to decompose the original Raman spectra matrix
of water-methanol solutions into "pure" components and
their concentrations. We find that three components are
needed to obtain a good fit to the data.

Theory. It is known that the dissolution of one substance in
another one is accompanied by the formation of molecular
complexes arising due to the intermolecular interaction [1,7].
In the frame of the posed problem, we now consider a mixture
of two molecular substances X and Y in the liquid state.
The interaction between molecules leads to the formation

(with some probability) of complexes of the XY™ type (n
and m are the numbers of structural units (e.g., molecules) of
a certain type in the complex). In what follows, we will consider
only the "formation—decay" reactions:

nX+myY — XY™ XY™ _5 nX +my 2)
Within our model, this kind of a mixture consists of three

components: X, Y,and X"y™".

Chemical reactions (the formation of complexes or associa-
tions) result in a local imbalance (the concentrations of indi-
vidual components are changed) and in the appearance of
nonlinear mixing flows. The mutual movement of various
components occurs under the preservation of the total volume
of a mixture [6,10]. Due to this circumstance, we will work with
partial volumes, rather than with concentrations. Under this
approach, the diffusion is described by next laws [6,17]:

'The real solutions can contain molecular complexes of different
compositions. We will interpret the numbers n and m as the
mean (effective) numbers for corresponding structural units in the
complexes.
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— equations of continuity
oM; L
—+divj = §; 3
ot ] i (3)
— nonlinear diffusion flows
Ji = Zd,-j[MjVM,- - M,-VMj] (4)
J

Here the following notation were used: the indices i, j
numerate the components of the liquid mixture; M ;- vol-
ume fraction of components J ("partial volume"); ]‘,- vol-
ume's flow of i -substance; S;— function of sources, which

depend on the processes of i-component birth (decay);
d,-j mutual diffusion coefficients, that forms matrix {d,-j} .

The preservation of conditions of the substance and the
volume are determined by three integrals of motion (con-
servation laws):

YM;j=1,3jj=0,%5=0 (5)
I I I

Reaction (2)
S, (sources):

determines the form of functions

Sy =piM3 — oM MT
Sp = oMz — oM M5’ (6)

Sz =—~(S1+Sp)

Below it is supposed the chemical reactions proceed
quickly, but the spatial mass transfer — slowly. It corre-
sponds to condition

S;=0 (7)

It means that diffusion occurs when local chemical equi-

librium has been took place. In this case it follows from (5):

Relative intensity, a. u.
o
[3,]

(04

M3 = yM{ (1- My - M3)™ (V:E (8)

Under diffusion process molecules are transported both

individually and as part of complexes [ X "Y " ]. The total
flux of matter X (measurable in experiments) [14]:

j1total — 7D16f(M1tOtal )VM1total (9)

Where M _ volume fraction of substance X (in

free and bound state), D1ef — effective coefficient of diffu-

sion. According to [14] the last can be found as:

oM
(d12—q1iM3)+- 3 (nda3 +qq4My)
oMy

D1ef(M1total) _ ’ (1 0)

oMs

1 9

Vo,

where %:M3[n(17M17M3)7mM1] . n:L\A
oMy My(1=Mq - M3 +mM3) nNAVy+mAV,

volume fraction of substance X in complex;

Q11 =(d12 —dq3)+mq(ds3 —dz3).
The result (9) describes the diffusion in the liquid mixture

with components X, Y, XY™ . Material parameters of
this system are the following: o, , Bn, dpm. AV, .

Results and Discussion. Raman scattering spectra
were detected in spectral range from 2000 to 4000 cm”
(bands of stretching vibrations of CH- and OH-groups) for
solutions with different methanol concentrations from pure
water to pure methanol (Figure 5). The temperature of lig-
uid samples was within the range 293 K. We devote spe-
cial attention to behavior of the OH stretching band in wa-
ter-methanol solutions due to the fact that the contour of
this band is essentially affected by hydrogen bonding.

0 i i S
200

Raman shift, cm™
Fig. 5. Raman scattering spectra of water-methanol solutions with different component ratios.

MCR-ALS analysis. Our approach is based on a three-
component MCR-ALS analysis of the Raman spectra of
water-methanol solutions. The results on the resolved Ra-
man spectra (ST ) and the concentrations (C ) are shown
in Figure 6. By comparing the resolved spectra (Figure 6,

right) to the spectra of water-methanol solutions (Figure 5),
the "pure" components have been identified as water,
methanol hydrate (CH3OH-H20) and methanol. The maxi-
mum of hydrate concentration is about 60 vol. % at 50 vol.
% of pure methanol concentration.



~ 38 ~

B 1 C H MU K Kuiscbkoro HauioHanbHoro yHisepcurety imeHi Tapaca LleByeHka

: 09 X {
s 7N\
= N

0 0.2 0.4 0.6 0.8 1
M™%, volume fraction

-
! ! !

!

!

Relative intensity, a. u.
o
(3, ]

0 : : : :
2000 2500 3000 3500 4000

Raman shift, cm”

Fig. 6. Spectra (top figure) and concentration profiles (down figure) of "pure” components obtained by MCR-ALS analysis
(circles, squares, trianglesindicate H,0, CH;0H and CH3;0H-H.0 respectively).

Analysis of diffusion in water-methanol mixture. The
modified system of diffusion equations (3-6) was applied to
analyze the mass transfer processes in a liquid water-
methanol mixture. These substances are mutually soluble
completely. According to (9) theoretical curve was calcu-
lated numerically. From the condition of the best agree-
ment of theoretical curve with experimental results [23], the
following material parameters were found:

n=1/3, m=1/3, dj3 =0.15, dy3 =213,
dyz =148, 1=0.69, y=1.39. (11)

Parameters (11) permit to find the concentration of mo-
lecular complexes.

Comparison. We compared the resolved concentration
profiles with theoretical calculated ones. The result of com-
parison is shown in Figure 7.

1

N /
0.5 N
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Ll Y
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M™,, volume fraction
Fig. 7. The result of comparison of resolved concentration
profiles and theoretical calculated ones.

M, volume fraction

Experimental and theoretical results are in good agree-
ment within the range of measuring error.

Conclusions. The analysis of Raman spectra at differ-
ent methanol concentrations in water-methanol system using
MCR-ALS method was carried out. It can give very neces-
sary information about complexacion processes in this mix-
ture. Three components model the description of the model
was chosen. Concentration profiles and modeling Raman
spectra of mixture components were obtained. The effective
(average) hydrate type was determined as 1:1.

Three components model of the mixture was used suc-
cessfully for diffusion process description for one hydrate
type only. The theoretically calculated average hydrate
type was 1:1. It's the same result, which was obtained us-

ing MCR-ALS method for Raman spectra. The component
concentrations were obtained using the material parame-
ters from the theory.

Theoretical calculated concentration profiles are in good
correlation with the experimental results.
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MICROWAVE AND MAGNETIC PROPERTIES
OF ALUMINUM SUBSTITUTED BARIUM HEXAFERRITE

B pobomi docnidxeHi eucoko4yacmomHi xapakmepucmuKku pe3oHamopie MM-Oiana3oHy 3 MOHOKpucmarsni4Ho2o 06'€MHO20
mamepiany BaFes1Al, 9019 ma enimakcitiHux nnieok 6apiegozo 2ekcaghepumy 3amiujeHoz20 antomiHiem. lMokazaHo, wjo modoeuti ckiad
crnekmpy maHimocmamuyHux KonueaHb (MCK) moHokpucmanidyHo2o pe3oHamopa 3 BaFes;1Alp90+ Npu Hacu4yeHHi ma e ob6nacmi
6azamodomeHHocmi (eunadok LYM/M) nomimHo eidpizHsiembcsi 8id pe3zoHamopie 3 BaFe;,049. Ocobniueo ysi eiomiHHicms nomMimua npu
Hacuy4eHHi, de Ons pe3oHamopa 3 3aMiujeHo20 2ekcaghepumy eKcriepuMeHmMasnbHO criocmepizanacsi 3Ha4HO iHmeHcueHiwa ocHo8Ha
mMo0Oa wy y nopieHsiHHI 3 euwjumu mModamu MCK. Moda (1,1,0) o64yucneHa meopemuyHO 8 Ma2HImocmamuy4yHOMY HabJIUXeHHi Ha
ekcriepumeHmi He criocmepizaembcs. [Toka3aHo, W0 e pe3yJsibmami 3aMiujeHHs1 alroMiHilo, nose aHisomponii Ha 8 MOHOKpucmarsiyHux
pe3oHamopax rnpu momy X napaMempi 3aMillieHHs1 auwie HiX y enimakcianbHuUX rsieKax.

Knroyoei cnoea: mazHimocmamuyHa mModa, xeuni Mm-0ina3oHy, 3amiujeHHsi, 6apiesull 2ekcaghepum, MOHOKpucmarl, ernimakcitiHa
nnieka.

High-frequency characteristics of mm-range resonators produced from bulk single-crystal material BaFe4;1Al, 9049 and epitaxial films
of barium hexaferrite doped with aluminium have been investigated in this study. It was shown that the composition of magnetostatic
(MS) oscillations modes spectrum of the single-crystal resonator from BaFe1Al9019 in a saturated state and in multidomain area (a
case of cylindrical magnetic domain (CMD)) notably differs from resonators of BaFe,0+. Especially this difference is evident in a satu-
rated state, when for the substituted hexaferrite resonator a more intensive fundamental mode w, compared with higher MS oscillation
modes has been experimentally observed. The mode (1,1,0) was theoretically calculated in the magnetostatic approximation and was
not observed experimentally. As a result of aluminium substitution is that the anisotropy field H, in single-crystal resonators, with the

same parameter of substitution, is higher than in epitaxial films.

Keywords: magnetostatic mode, millimeter wave, substitution, barium hexaferrite, single-crystal, epitaxial film.

Introduction. Due to the high value of intrinsic crystal-
lographic anisotropy field H, the spectra of MS oscillations
of resonators based on pure uniaxial hexaferrites can be
obtained in broad band 40-60 GHz for relatively small val-
ues of biasing magnetic fields Hy=0-10 kOe. This, in the
first place, promises their application to be prospective for
spin-wave electronic devices in mm-band [11]. One more
advantage of hexaferrite materials — the possibility to ob-
tain as the epitaxial films [9,12].

Considerable advances have been made recently
[10,7,4] in the experimental observation of the spin oscilla-
tions spectra behaviour for single domain and multidomain
areas in mm-band resonators based on substituted uniaxial
hexaferrites. Separately, it should be noted that there is a
real opportunity to increase operating frequencies (over
100 GHz) of hexaferrite resonators substituting iron atoms
(Fe**) with aluminum atoms (AI**). Considering this cir-
cumstance, the advancement of such researches are very
important for the problems of modern radiophysics.

Results of experimental investigations of FMR spectra
of  Al-substituted strontium hexaferrite plateletlet
(SrFe11.2Al0.8019), carried out in wide range of fields Ho=0-7
kOe, were published for the first time in [2]. Analogous in-
vestigations on a series of uniaxial BaAlFe12xO19 speci-
mens with substitution parameter x ranged from 0 to 2
have been carried out in [10]. In this research FMR fre-
quency-field dependences in domain area were obtained
only for the low-frequency branch w;s [8], as well as for
FMR fundamental mode wy in saturation [10]. The fact of
the existence of higher types of MS oscillations in the satu-
rated area, except sufficiently intensive mode wo, don't
reported in [10].

Five MS oscillations modes in saturation with good in-
tensity were experimentally observed when rectangular
plateletlet of high quality BaFe2049 with normal biasing
magnetic field has been investigated [5].

Experimental results and analysis. In this study, we
report results of experimental investigations MS excitation
spectra in normally biased specimen of Al-substituted bar-
ium hexaferrite (BaFe11.1Alg.9019) with created CMD struc-
ture in initial state (Fig.1). The investigations were carried
out by the method of measuring of high-frequency spectra
in domain and saturation areas. A specimen was made in
the form of rectangular plateletlet axb=1.42x1 mm?in size,
cut from single-crystal material BaFe14.1Alp.90+9, with mag-

netic easy axis (EA) perpendicular to the platelet surface.
The ferrite specimen was pasted-in thin (100 microns)
quartz platelet in order to make it mechanically durable.
Later, edges of the platelet were carefully polished for
achieving conditions of the best excitation of MS oscilla-
tions modes in saturation.

Numerous calculations for investigated specimen were
carried out in the same way as for the plateletlet of pure
barium hexaferrite which was investigated in [5]. Thus, we
made more complete quantitative experimental verification
of the results of theories in [8,1] developed in magne-
tostatic approximation. It is worth to mention that in this
case, as in [5], there are good agreement between calcula-
tion and experimental data (Fig. 1).

All the spectrum of exitated modes of the
BaFe11.1Alp 9019 specimen (Fig. 1.), in both physically dif-
ferent (multidomain and saturated) states, has raised to
frequency on the amount of the difference y(Hs' - Ha) rela-
tively to spectrum of modes of pure BaFe,0+9 [5]. We no-
ticed the important fact that in the absence of Hy the value
of the difference between high-frequency modes
w, - w, = 6.5 GHz, for the specimen of pure BaFe1201g [5],

diminishes almost doubly @, - @, = 3.32 GHz for the inves-

tigated substituted BaFe11.1Alp9O19 specimen. It is seen
from Fig.1 that theoretical results, used for calculations and
represented in [8], almost exactly have foreseen and de-
scribed such a behaviour of branches w,, ws and once
more have assured us that practical application of this the-
ory for single-crystal M-type hexaferrite is good. It also fol-
lows from this that if we know resonance frequencies of MS
modes for CMD structure, even with absence of external
biasing field Ho , we get the possibility to determine unam-
biguously such important parameters of these ferrites as H,
and M. In contrast to the specimen of pure BaFe2019
[5,11], in the experimental spectrum of the excitation of MS
modes in saturation for BaFe111Alp 9019 plateletlet we reg-
istered only two initial modes (Fig. 1, Fig. 2).

The calculation of MS modes for the investigated rec-
tangular BaFeq1.1Alp 9019 plateletlet with a and b sides, bi-
ased perpendicularly in saturated area, was fulfilled in
magnetostatic approximation and was considered in [1].
The theoretical frequency of uniform ferromagnetic reso-
nance was calculated for the specimen which was formed
as a platelet with its EA||Ho perpendicular to the surface

© Kostenko V., Sorochak A., Chamor T., Chevnyuk L., 2012
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and does not coincide with the theoretically obtained lowest
MS mode (1,1,0) for the same orientation of Ho (Fig. 1).
Therefore, both in the case with the rectangular plate of
pure BaFe2019 [5] and in the case of our this research the
lowest experimental mode in saturation is identified as wo
mode, but not as (1,1,0). This very interesting physical fact
needs further experimental and theoretical research for
entire understanding of the excitation nature of MS oscilla-
tions in resonators based on bulk hexaferrite.

w/2m, GHz

Hcol Hsat
Fig. 1 Frequency-field dependence of MS oscillations in sin-
gle-crystal BaFe 1Al 9049 plateletlet with CMD in initial state.
t=41 pm, axb=1.42x1 mm? H,=24.94 kOe, M= 0.227 kGs.
Dotted line — experiment, solid lines — calculated curves

The amplitude distribution of absorption resonance of
investigated specimen, as one can see in Fig. 2, does not
have slowly descending character. This is not typically for
high quality rectangular BaFe1,019 specimens [5,6].

s

L,dB
0 Jrwvyvarvyyy

-6 - (3,1,0)
8

-10 1 2AH=46 Oe
12 4 Ho=3.25 kOe

2AH=46 Oe
Hy=5.5 kOe

-14 A wo wo
-16 T T T T T
66 68 70 72 74 76 78 80
Fig. 2. Experimental spectrum of absorption resonance

lines of the plateletlet, same as represented in Fig. 1,
for two values of H, in saturation

w/2m, GHz

The fundamental mode wy becomes excited more efficiently
than (3,1,0) mode. So, FMR linewidth of fundamental mode —
2AH ~50 Oe, is close to data of 2AH for high quality film mate-
rials on basis of barium hexaferrite [3,4]. We note that in epi-
taxial films only a uniform FMR mode is observed [3,6].

In regard to possible existence of forward volume MS
oscillations (FVYMSQ) above the mode (3,1,0) we cannot to
identify them because they have very small intensity as
one can see in Fig. 2. Practically the same experimental
situation has been observed in single single-crystal
SrFe112Alp 8019 plateletlet [2]. So, the analysis of obtained
results allows in some way to assume that for Al substitut-
ing in a barium hexaferrite notably influences on the forma-
tion of higher types of MS oscillations. It is important to
carried out a comparative analysis of obtained magnetic

parameters of rectangular single-crystal BaFeq1.1Alp9O19
specimen with analogous parameters for epitaxial films
with appropriate level of aluminum substitution.

In Fig. 3 we represent the experimental dependence of the
influence of the substitution parameter x on the value of field
H, for epitaxial barium hexaferrite films. Its behaviour does not
differ substantially from the dependence obtained in [4]. These
films were grown on strontium hexagallate (SHG) substrate
with 400 um thick and the ferrite film thickness was 3-8 pm. At
that figure, on the H, dependence is plotted a point (round)
which corresponding to the value of H, of single-crystal
BaFe11.1Alp 9019 plateletlet investigated above.

28 - Ha KO

26 -
24 -
22 A
20 -

18 A
X

16

0.0 0.5 1.0 1.5 2.0

Fig. 3. The dependence of the value of uniaxial anisotropy
field H, versus x for epitaxial films BaFe,.xAlO1,.
The value H, for single-crystal BaFe,1.1Aly 904, plateletlet
is plotted as separate round point

As one can see in Fig. 3, the experimental data are well
approximated by the functional dependence that can be
written as:

H,=16.7 + 2.54x +1.75x

The influence of the substitution in bulk single-crystal
with the same parameter substitution considerably differs
from epitaxial films. So, FMR linewidth for single-crystal
specimen is 2AH=~42 Oe and for epitaxial film
is 2AH ~ 150 Oe [4]. From Fig. 3 one can see that the H,
value for epitaxial film is 5.3 kOe less and that arouses
interest to the origin of such difference. As known, in the
case with specimens of epitaxial films and bulk single-
crystals of unsubstituted BaFe201g this difference in prac-
tice does not exceed 0.5-1 kKE and in the best specimens
of epitaxial films the value 2AH almost coincides [12]. One
of possible origins of this phenomenon is the presence of
magnetoelastic interactions in the film-substrate structure
as well as obtaining sometimes film materials with low
quality because the imperfect technology of their growth.

Conclusion.

1. It was ascertained experimentally that in barium hexaf-
errite rectangular specimens doped with aluminium only the
intensive mode wy in saturation area has been observed. So,
the substitution of Fe atoms by Al atoms notably influences on
the excitation of higher types of MS oscillations.

2. It was shown that for rectangular resonators basis on
pure and substituted hexaferrites the coincidence of the lowest
experimental MS mode with the calculated mode of uniform
FMR wy takes place. At the same time the mode (1,1,0) calcu-
lated in magnetostatic approximation was not observed.

3. The investigation of magnetic spectra for the substituted
epitaxial film BaFe12xAlkO19 and single-crystal BaFe11.1Alp 9019
plateletlet has shown that for single-crystal specimen FMR
linewidth is 2AH ~ 42 Oe and for the epitaxial film 2AH ~ 150
Oe. The value of anisotropy film in epitaxial film is 5.3 kE less
and the additional experimental research is needed to find out
the origin of such differences.
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PARALLEL PUMPING THRESHOLD IN FERROMAGNETIC ELLIPSOID

Theoretical expression for parametric parallel pumping threshold in ferromagnetic ellipsoid is obtained. Result summa-

rizes previous results.

Key words: ferromagnetic ellipsoid, ferromagnetic resonance, parallel pumping.
B po6omi ompumaHo eupa3 01151 mopoz2y napamempuyHoi Haka4ku 8 HaMazHi4eHoMy ¢hepomazHimHomy esincoidi. O0epkaHa ¢hop-

Myrna y3a2asibHIo€E rnonepedHbo odepxaHi Onsi 0aHO20 sunadky.

Kmroyoei crioea: ¢ghepomazHimHutl enincoid, gpepomazHimHuli pe3oHaHc, napanesibHa Hakayvka.

Introduction. In ferromagnetic samples it is possible to
excite different types of oscillations and waves. Nonlinearity of
Landau-Livshitz equation leads to their coupling hereby de-
termining different nonlinear effects. One of the major effects
is parametrical excitation effect when one type of oscillation or
waves excites another one after some threshold.

There are several possible mechanisms of such excita-
tion. First of all external magnetic field can transmit energy
to inform precision mode of a sample. Due to mentioned
above nonlinearity of Landau-Livshitz equation spin system
of a sample manifest some nonlinear effects, thus uniform
precision and spin-waves are connected. Due to this it is
possible to pass energy from uniform precision mode to
spin-waves, and after some threshold, when energy in-
come will cover dissipation loses cause their instability. In
this case external varying excitation field if transverse to
saturation magnetization thus this effect is called perpen-
dicular pumping.

Another possibility is realized when external varying mag-
netic field directly excites spin-waves. In [3] Schiémann E.,
Green J.J., and Milano U. detected threshold absorption of
electromagnetic energy by the ferromagnetic sample in vary-
ing external magnetic field parallel to constant external mag-
netic field. This effect is caused by spin-waves instability under
external electromagnetic pumping, so-called parametric exci-
tation under parallel pumping.

The goal of this work is to obtain an expression for parallel
pumping threshold in ferromagnetic ellipsoid. Typically such
expressions were obtained in a case of radial symmetry of the
sample. In our work general case of unequal demagnetization
factors will be considered. Thus obtained results will be gen-
eral and will cover wide range of sample forms.

Theory. Initial equation is Landau-Livshitz equation [1;2]

oM
Py y[MxH], (1)
where M is magnetization and H total effective magnetic
field applied to a sample. Assuming that

H=Hyz-NM;, +h, -Nm, where H, external constant
magnetic field, hg - external varying pumping field, My —
saturation magnetization, mgy— dynamic magnetization and
N - demagnetization factor tensor. We haven't included

any dissipation term in equation (1) because it is conven-
ient to introduce dissipation later if final equations.

FRTLLLL L

Fig. 1. The geometry of a model.
External constant magnetic field H, is parallel to z axis.

Assuming that mg <<My,hg << Hy substituting ex-

pression for H into equation (1) one can get:
a% = —y[-Mg xNmyg + Mg x hg +mg xzHy —mg xNM, | (2)
Projecting equation (2) into coordinate axes and keeping

only first order of vanishing terms we obtain next system:

om,
TOX = —'Y[MoNymOy —Mohey +m0yH0 +m0yhez —mOyNZMO:| (3)
amo

6ty = _Y[_MONmeX +Mghgy — MoxHo — Moyhe, + mOxNzMO]

Here we assumed that chosen coordinate system (see
Fig.1) match with demagnetization tenzor N normal coordi-
nates, thereby:

N, 0 0
N=0 N, 0 (4)
0 0 N,

The next step is switching from real pares of variables

(mOX,mOy) and (hex,hey) into following complex variables
Moy — imoy
VA
0

© Melkov G., Slobodianiuk D., 2012

= hoy — i, (5)
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Physical meaning of these variables is next: they represent left
or right procession depending on a sight near complex unit.
After this transformation system (3) takes a form:
agp + a(*)
2 (6)

oag . . a(*)—a0
— =—ioyay —iyMy| —-N +N
ot Ha — 1Y O|: YT o X

+ivhe_ —ivhg,ag + YN iagMy,

where oy =vH, . After some transformation we obtain:

0a . * ; .

671‘0 =i [Aoao + Boao}ao +ivh_ —iyhy,a, 7)
where Ay = oy —yN,My +yN,My / 2+yN,M, / 2 and
By = yMq (Ny N, )/ 2 for simplicity.
Now it is essential to make one more transformation to
obtain equation for uniform precession mode of an ellip-
soid. This transformation is a classical analog of the third
Holstein-Primakoff transformation. In fact it is a well know
Bogolubov transformation [1] in a form:

ao = ukCO + chik

8)

ao = VkCO + ukCO

Transformation parameters u,,v, are

u =% &H
o
N
0
Ve = —— [ -1
k \/5 o

Finally equation for uniform precession mode ¢, of an
ellipsoid can be written in a form:
acy B

—_— = —iwoco +i"{he_ —"'Yhezio‘cio (10)
ot )

where wg =4/A? —\B\é . @y can be treated as a ferromag-

netic resonance frequency of an ellipsoid in general case.
Substituting concrete demagnetization parameters into

equation for wy one can obtain ferromagnetic resonance
frequency in different cases. For example for ideal sphere
Ny =N, =N, =4n/3 and we get wg =y .

Equation (10) describes excitation of uniform precision
mode by an external varying field h,, parallel to a satura-

tion magnetization M, (parallel pumping) and perpendicu-
lar varying field h,_ (perpendicular pumping).

For further investigation lets assume that only parallel
pumping is applied to the sample. Taking external pumping
field in a form h,, :%hZ l:eim”t +e_i°°”t} . where ®, is
pumping frequency. Substituting this expression into equation
(10) and leaving only resonant terms leads to the equation:

By « i
%0 4 jegcy +ivh, Mc_oe'm"t =0 (12)
ot 20
B
Denoting V, = M
2(1)0
coupling parameter between electromagnetic field h, and

which has a physical meaning of a

uniform precision mode of an ellipsoid c;. Taking into ac-

count dissipation F:y% where AH, is ferromagnetic

resonance linewidth in a sample, equation (12) can be writ-
ten in a form:

aaito +Tcy +imgCy +iTh Ve g ™ =0 (15)
At this point it is vital to make some remarks. First of all,
equation (15) represents two coupled equations for uniform
precision mode amplitude. The coupling parameter has

dependence on time ¢’ . Such systems are called para-
metrical and from oscillation theory it is well known that hat
in such case energy can be transmitted from the source
modulating coupling to the oscillators. If amplitude of a
modulation grows beyond some threshold, energy transmit-
ted to the oscillators compensates loses and their ampli-
tude begin to grow exponentially. That's why such proc-
esses are called parametric amplification.

This effect can be explained from quantum-mechanical
point of view also. Taking into account that quantum ana-
logs of spin-waves are magnons and analogs of electro-
magnetic pumping are fotons described processes can be
explained like foton splitting into two magnons. For such
processes energy and momentum conversation laws must
be fullfield. Energy conversation law gives a condition for

magnon pair frequency, which is o =, /2 and momen-
tum conversation law states that magnons in a pair will
have equal but oppositely directed moments. This is so
because foton momentum is very small comparing to
magnons one and can be neglected.

Finally for obtaining expression for threshold pumping

' - iopt .

field one has to make substitution a, = cye'” into equa-
tion (14). This is classical analog of quantum-mechanical
unitary transformation introducing rotating coordinate sys-
tem. In classical case variables a, are so-called "slow"

variables. This substitution vanishes term ¢’ near the
coupling parameter bringing equation (15) into the ordinary
differential equation with constant parameters which can be
easily solved. After that (15) takes a form:
oa . . *

67;)4' rao +I((,00 —(Dp /2)30 +I"{hZV0370 =0 (16)
In experiments with parametrical amplification condition
0y =0,/2 is always satisfied, so this term in (16) van-

ishes. Noting that equitation (16) due to complex variables
(5) is in fact system of two coupled equations for a, and

*

a, we can solve this system with substitution

ao,aio ~ e Physical meaning of this substitution is next:
mode amplitudes exponentially grow infinitely with time
with increment n. Thereby threshold condition is n=1.
After mentioned substitution one can get:

a?n + Fa? +ivh,Voa_g =0 (17)
aon + Fao - ithVan = 0
Algebraic system (17) has nontrivial solution only if its de-
terminant is equal to zero. Using this condition after some
simple math we finally obtain the next expression for para-
metrical instability threshold in ellipsoid:

©,AH)
2|Bo|

or substituting expression for By :

_ AnwpAH)

op|N =N

If threshold condition (19) is satisfied then amplitude of
mode begin to grow infinitely with time like

ag ~ Exp[h,Vo -T].

hathr = (18)

hzthr (1 9)
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From expression (19) it is clear enough that threshold
field is proportional to the losses. As it was mentioned
above this is because external pumping must compensate
spin-wave losses. Also from equation (19) we can see
strong dependence of threshold from sample form. For
example in a case of a sphere one can get hy,, = which

means that parallel pumping threshold in sphere can not
lead to instability. This is so because ellipticity of magnetic
precession is needed to cause instability [2].

In a case of thin tangentially magnetized plane we get

(DPAHk

zthr = (20)
Op

As we can see parametrical threshold is the lowest in a
case of tangentially magnetized plane.

Some typical sample forms and calculated thresholds
are given in a Table 1.

Conclusion. Theoretically obtained general expression
of parametrical instability threshold in ferromagnetic ellip-
soid. Obtained expression describes wide range of sample
forms depending on demagnetization factors.

UDC 535. 36
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Table 1
Typical sample forms and corresponding
thresholds expressions
Magnetiza-
Sample | tiondirec- | Ny | Ny | N, henr
tion
] prHk
Thin Tangential 0 4n 0
plane Oum
Normal 0 0 4r 0
Longitude 2 2n 0 00
Thin
cylinder 20,AH,
Lateral 2n 0 2n S
Oy
47 4n 47
Sphere — — — ©
3 3 3

1. Axuesep A. W., Bapbsixmap B. I"., Nenemmunrckuli C. B CnuHoBble
BonHbl — M. 1967. 2. l'ypesuy A.I"., Menkoe ".A. MarHnTHble konebaHus n
BOnHbl. — M., 1994. 3. Schibmann E., Green J.J., and Milano U. Recent
developments in ferromagnetic resonance at high power levels //
J.Appl.Phys. — 1960. - Vol. 31, Ne5. — P. 386S.

Submitted on 09.09.11

A. Mokhovyk, stud., S. Radchenko, Ph.D.

SPATIAL 3D SIMULATING OF THE ULTRASOUND PROPAGATION
IN STOCHASTIC HETEROGENEOUS SOFT BIOLOGICAL TISSUES

B po6omi HasedeHi pe3ynbmamu AocnidKeHHs eruey JIoKalbHUX cmoxacmuyHux ¢rykmyauill xapakmepucmuk cepedosuwia, a
came koedpiyieHmy o6'eMHOI cmucnueocmi ma 2ycmuHu, Ha napamempu cuaHarsy eiOnyHHs Npu ynbmpa3eykoeoMy GOCITIOXKeHHI M'a-
Kux mkaHuH. TkaHuHa MOOeJTtoeMbCsl sk 0808UMIPHA CimKa MOYKo8UX Ky/IbOK Macoro m, po3mauwoeaHux Ha eidcmani a o0Ha eid oOHol
ma 3'eGHaHUX Heea2oMUMU MPYXHUMU HUMKaMu 3 KoegiyieHmom npyxxHocmi k. 3HayeHHs1 napamempie Modesli po3paxoeaHo 3 eid-
noeioHuUx xapakmepucmuk cepedoeuuwia, a came KoeghiuieHmy o06'eMHOi cmuciueocmi, 2ycmuHu ma kKoedgpiyieHmy 3amyxaHHs1 M'sIKux
mkaHuH. Ha ocHoei pe3ynbmamie MmamemMamu4Ho20 MOGesTi08aHHs1 Noka3aHo GOMiHyro4ul enue ¢siykmyauit Modyssi 06'eMHoi cmu-
cJiueocmi mKkaHUH Ha po3Kud amnlimydu cuzHary eidnyHHs eid ekazaHux obsiacmell.

Kntoyoei cnoea: 6ionoziyHa mkaHuHa, moyYkoea Modesb cepedosulla, PO3CISHHSA aKyCMUYHUX Xeusb, ¢hiykmyauii xapak-
mepucmuk cepedosuuya.

The paper presents results of research on the impact of local stochastic fluctuations of media characteristics, namely the coefficient
of volume compressibility and density of the echo signal under ultrasound investigation of soft tissues. Tissue is simulated as a two-
dimensional grid of point balls with mass m, located at distance a one from another and connected by weightless elastic springs with a
coefficient of elasticity k. The values of model parameters are obtained from the relevant characteristics of the environment, namely the
coefficient of volume compressibility, density and attenuation coefficient of soft tissue. Based on mathematical modeling, the dominant
influence of fluctuations of volume compressibility modulus variation in tissues on the amplitude of the echo signal from indicated

regions was shown.

Keywords: biological tissues, point model of media, scattering of acoustic waves, fluctuations of media characteristics.

Introduction. Local stochastic fluctuations of charac-
teristics media influence on the echo signal is investigated
under ultrasound scanning of soft tissues. When there is
pathology of functional states, then the media heterogene-
ity characteristics change. Current task is to find relations
variance parameters with functional states of biological
tissues for identify pathologies. It will be useful in diagnos-
tics of various diseases.

Backscattering waves, which completed image, de-
pendent on these fluctuations and the task of inverse prob-
lem to find out the relation between which statistical distri-
bution of tissue characteristics is the most appropriate for
describing the envelope of the backscattered ultrasonic
echoes from different type tissues.

Biological tissues in its structure are heterogeneous
media, variance parameters are defined as functional
states. Its acoustic properties at the microscale level are
poorly studied. That is primarily due to the lack of values of
many parameters.

Simple theoretical models are usually used for the inves-
tigation of dissipating properties of biological tissues. None
of the models can fully describe all physical processes taking
place in biological tissues during propagation of ultrasonic

waves. Depending on the problem, we describe the media in
such a model which is good with the relevant properties of
tissues. Nowadays the most common is the model of dis-
crete scatters, the model heterogeneous continuum [6] and
model of system of coupled oscillators [2].

Biological tissue can be described as a randomly dis-
tributed set of point scatters. There is a strong interest of
providing a better fit of scattering conditions and corre-
spond to real fluctuation of tissue density and bulk modulus
under different pathological states. To make the model
closer to the real physical media the density, bulk modulus
and attenuation were taken into account.

Method basis. Elastic inertial relaxation oscillation, which
varies only in the direction of wave propagation reflected in
theoretical model for simulated of propagation acoustic wave.
As the basis there was taken a mathematical model describ-
ing the tissue as a two-dimensional grid of point balls with
mass m, located at a distance a from each other and con-
nected by weightless elastic springs (Fig.1). The coefficient of
elasticity between balls of the model is k. Attenuation that is
proportional to the velocity is observed when the ball moves.
Weight of the balls m and coefficient of elasticity springs k are
some stochastic variables, which are changed according to a

© Mokhovyk A., Radchenko S., 2012
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given law within certain values. At the input of the systems the
perturbation in the form of common mode sinusoidal oscilla-
tions of given amplitude and frequency of a certain number of
balls is set for some time.

Lo
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Fig. 1. Spatial scheme of relationships points of the model

The process of acoustic wave propagation is considered
as oscillatory movement points model taking into account iner-
tia and relaxation characteristics of grid. Coordinates of points
are found as momentary position of relative equilibrium solu-
tions based on Newton's equations of motion (1).

L a1+
mij— (AX(js1,] = @Kxfij) = (AX[jq,j] + @Kyfiaj] +
o (1)
ax{i j]
XKyl + X Ry ) M) g

where m; ] is mass J, j ball, kx[ are coefficient

i) Kyli)>
of elasticity springs, AX(j41,/] is distance between i+1, j and
i, jballs, uj; ;] is damping coefficient of J, j ball.

The set of equations is solved by numerical methods
based on the Verle algorithm [3]. With Verle algorithm the
calculation of the position of each ball with the iterative step

At is implemented:
Xns1,j1 = Xnfij) Vg 1A + 5 g jy (A1)
Vasli ) = Valij) 3 (@ntij) = anii. )AL
ani,j) = (F ol ~H Vn[i,j]) m,
where Xx,.q;;; is a coordinate, vp.q;; is a velocity,
ap.qij) is @ acceleration of j, j balls to n + 7 step. The

presence in the algorithm of the second order of
approximation preserves total energy (potential and kinetic
energy in consideration of dissipation at any time).

Assuming that our model is a cross section of tissue
located at a distance a to the same section. Transfer of
parameters of biological tissue for one cell carried out the
calculation of model parameters. 3D cell of the model with
dimensions a is provided in Fig. 2.

The parameters of our model (weight of ball, the
coefficient of elasticity) are calculated from the known
parameters of the biological media (coefficient of volume
compressibility and density). The mass was determined with

a given density m=Vp =a’p . The coefficient of elasticity

was determined from a given coefficient of volume
2
Koy P gaskila® ko
av a’Ax a
k =aK . Velocity of wave propagation in our model is
c= a,/k/m . Where p is tissue density, K is coefficient of

volume compressibility, a is distance between the balls of
the model, m is mass of the ball, k is a coefficient of

elasticity spring.

compressibility

Fig. 2. 3D cell of the model

For full compliance with the real media the following
restrictions on model parameters are imposed: wavelength A
should be much longer than the distance a between the
balls; sampling time At should be smaller than the wave

passing through one cell a/c ; area diameter of excitation dex

should be more than the wavelength A to consider a wave to

be plane; amplitude excitation A should be less than the

distance between balls a; the investigated areas should be

further than the near-field region D, calculated by the
d2

equation D =—5% [1].

q ) (1]

Results. For the estimations, were used characteristics
of water, which are close to the soft biological tissues as a
first approximation [5]. Therefore, the following characteris-
tics of media were wused: velocity of sound is

¢ =1500 m/s, density is p =1000 kg/m3 , coefficient of
volume compressibility is K =225-10" N/m2 and coeffi-

cient of attenuation is & = 0.005 dB/cm .
Calculated parameters of the model: distance between

the balls is a:42,8~10*6m; weight of the ball is
m:?8,4-10fgg; an elasticity coefficient of spring is
k=963-10%N/m;

y=11~10*7 N -s/m. Perturbation is caused by harmonic
oscillations at a frequency of v = 35MHz . Wavelength at a

coefficient ~ of  dissipation is

given frequency is 1 =0,428 - 103m.

To test the model the backscattering signal from a ho-
mogeneous media and velocity of propagation of acoustic
wave was investigated. Energy conservation in missing
dissipation showed that our model well preserves total en-
ergy. The congruence of real value and model velocity of
wave propagation was also obtained.
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Statistical evaluation was carried out by dependence
distribution amplitude scattered at point heterogeneities of the
layer, which is located at a distance, which is more than the
near-field region, namely 200a. From physical considerations,
as the variance of soft tissue of volume compressibility
coefficient is more than variance of density [4] the following
range of model parameters are set. Variance of parameter
mass was set from +1% to 5% of Simpson distribution.
Variance of parameter coefficient of elasticity was set from
+1% to £20% of Simpson distribution.

Dependence of the mean amplitude A of the
backscattering signal of variance of coefficient of volume
compressibility AK relative to the average, and the
backscattering signal of variance of density Ap relative to the
average provided in Fig. 3 and Fig. 4 respectively. The
amplitudes A are normalized of the perturbation signal.

A
0,035

0,030
0,025/ "
0,020 /
0,015 ./

0,010+

0,005+

0,000

4 8 12 16 20 AK, %

Fig. 3. Dependence of the amplitude of the variance of volume
compressibility coefficient

A

0,010+

0,008 /
0,006 /

0,004 /

0,002

0,000

1 2 3 4 5 4p, %

Fig. 4. Dependence of the amplitude of the variance of density

Variance of coefficient of volume compressibility more
impact on the fluctuations of the backscattering signal than
variance of density because coefficient of volume com-
pressibility in real soft tissues has larger scattering.

The probability density distribution of envelope ampli-
tude of echo signal for the sample of 500 measurements
for volume compressibility coefficient variance and density

variance were calculated. Frequency of occurrence f(A,.)

values of normalized centered amplitude, which is calcu-
lated by the equation A,. =(A-A,, )/c. Frequency of

occurrence amplitude for variance of density + 5% and vari-
ance of coefficient of volume compressibility + 20%, provided
in Fig.5 and Fig.6 respectively.

Analysis of plots of probability density distribution of
envelope amplitude of echo signal allows considering them
to be of the same shape in the first approximation. The

value of standard deviation o = ,/Z(A,- —Aa )? /n for plots

of scattering of density + 5% is 0=0.0029 and for plots of
scattering of coefficient of volume compressibility +20% is
0=0.0109. The standard deviation increases with
increasing of scattering of the parameter.

0,21 \

f(A)

0,1+

T

T T T T T

0,0 ‘ .

2 414 0 1 2 3 4A

Fig. 5. Frequency of occurrence amplitude
for variance of density * 5%

f(A)
/N

0,21 \
\

2 4 0 1 2 3 4A

Fig. 6. Frequency of occurrence amplitude
for variance of coefficient of volume compressibility + 20%

0,11

—
T T T T T

Full width at half maximum for plots (Fig.5) of scattering
of density + 5% is FWHMak:s%=2.10, for plots (Fig.6) of
scattering of coefficient of volume compressibility +20% is
FWHMAKﬂo%:Z.ZO’.

When variance of parameters of tissue is £1% then the
amplitude of backscattering signal is proportional to the
noise of system, so the signal at this level cannot be
considered to be informative.

Simulation of tissue for 2D and 3D representation is
also compared. The relationship between the amplitudes of
acoustic waves scattered by inhomogeneity coefficient of
elasticity, with fluctuation +20% for 2D and 3D models of
tissue is evaluated. The propagation velocity of acoustic
waves for 2D and 3D is the same for the same parameters.
But for the 3D model more scattering causes a decrease in
echo signal amplitude, therefore during the transition from
2D to 3D the coefficient of dissipation uy for the
measurements conformity should be changed.

Conclusion. The scattering of acoustic waves in soft
biological tissues was studied by methods of mathematical
modeling during ultrasound scanning.

There was presented the adequacy of description of the
scattering of ultrasonic waves in biological soft tissues us-
ing two-dimensional grid of point balls with mass m, located
at distance a one from another and connected by weight-
less elastic springs with a coefficient of elasticity k (the
calculation of model parameters was carried out by the
known characteristics of biological tissues). In 3D com-
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pared to 2D there is more scattering that leads to a de-
crease in echo signal amplitude.

By methods of statistical evaluation it was proved that in
soft biological tissue the volume compressibility coefficient
variance has a greater impact on the fluctuations of the ampli-
tude echo signal than the variance of density of the media.

Variance of coefficient of volume compressibility
should be considered as a more informative parameter
for determination the functional state of tissue during
ultrasound scanning.
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DIFFUSION WEIGHTED IMAGE SEGMENTATION
AND RECONSTRUCTION USING SIMPLE MRI DATA

B po6omi 3anponoHogaHo Modesib npoyecy ceameHmauii docnioxyeaHux mxkaHuH 3a muriom 6ios102i4HOi mKaHUHU (cipa pevyosu-
Ha, abo 6ina pe4oeuHa) ma PeKOHCMPYKUir0 306paxeHHs1 6ios102iYyHOI MKaHUHU 3 epaxyeaHHsIM Augby3iliHux npouyecie eodu e Hill. B
ssKocmi docidxyeaHoi 6ios102i4HOI MKaHUHU 835iIMO Cipy pe4y0o8UHY siKa XapaKmepu3yembCsl i30mponHUMU enlacmueocmsiMu Ougby3il.
B sikocmi exiOHUX 0aHuUx modeJli 8351Mo peKoHcmpytiosaHe 306paxkeHHsI 06'ckmy 6e3 epaxyeaHHs1 dudby3iliHux npoyecie sodu.
Kmroyosi criosa: SIMP egi3yanizayisi, dugbysis 00u, peKOHCMPYKuUisi, 8i3yasisauyisi 3eaxxeHa 3a ougbysicro, ceameHmau,isi 306paxxeHHs.

The paper presents a model of segmentation of biological tissues by the type of biological tissues (gray matter or white matter) and
image reconstruction of biological tissue taking into account the diffusion processes of water in it. The grey matter tissue type, which is
characterized by isotropic diffusion properties of water, is the object of study. The reconstructed image without water diffusion proc-
esses is used for input data for image segmentation and further reconstruction.

Keywords: MRI, water diffusion, reconstruction, diffusion MRI, image segmentation.

Introduction. Diffusion MRI is a magnetic resonance
imaging (MRI) method that produces in vivo images of bio-
logical tissues weighted with the local microstructural char-
acteristics of water diffusion [1-3]. In diffusion weighted
imaging (DWI), each image voxel (three dimensional pixel)
has an image intensity that reflects a single best measure-
ment of the rate of water diffusion at that location. This
measurement is more sensitive to early changes after a
stroke than more traditional MRI measurements such as T1
or T2 relaxation rates. DWI is most applicable when iso-
tropic water movement e.g. grey matter in the cerebral cor-
tex and major brain nuclei dominates the tissue of inter-
est—where the diffusion rate appears to be the same when
measured along any axis.

Modeling. There have been modeled the process of tis-
sue segmentation and image reconstruction according to the
water diffusion characteristics in grey matter. In diffusion-
weighted images, instead of a homogeneous magnetic field,
the homogeneity is varied linearly by a pulsed field gradient.
Since precession is proportional to the magnet strength, the
protons begin to process at different rates, resulting in dis-
persion of the phase and signal loss. The reconstructed ob-
ject without diffusion weighting was used for segmentation
and modeling the spatial density reconstruction with the dif-
fusion characteristics of discovered tissues Fig. 1. The pro-
posed reconstructed image is to be presented like the matrix
of signal values without diffusion weighting [4,6]. Image data
is to be corrected on water diffusion for obtaining water diffu-
sion reconstruction from simple MRT data [7-9]. For diffusion
weighting reconstruction the image segmentation is used.

Image segmentation. For image segmentation and
further reconstruction, the simple image data is to be rep-
resented like the array of voxels, which stands for volume
image episodes. The 2D situation is observed due to the
isotropic nature of water diffusion in grey matter and to
simplify calculations [11-12]. Such image episodes (voxel)
might stand for volume picture elements and consist of the
set of pixels. The segmentation is to be provided by the
use of Mathematics application. The picture element
(voxel) consists of 4*4 pixel elements of simple image data
Fig 1. All picture elements are to be identified according to

the type of tissue: weather it is grey or the white one. Each
type of tissue can be characterized by the signal intensity.
After simple image data segmentation, the average inten-
sity values of each voxel are to be calculated and com-
pared with characteristic intensity values of tissue type. All
voxels of grey matter are to be reconstructed with water
diffusion weighting. Voxels of the white matter are not to be
weighted with water diffusion because of its anisotropic
nature. Diffusion weighting of white matter is more complex
problem [5] and might be the question of next paper.

Image reconstruction. By rearranging the formula for
signal lose due to amount of diffusion to isolate the diffu-
sion-coefficient; it is possible to obtain an idea of the prop-
erties of diffusion occurring within a particular voxel (vol-
ume picture element).

S _ ¢r°6%%(4-5/3D _ g-bD

So (1)
where Sy is the signal intensity without the diffusion weight-
ing, S is the signal with the gradient, y is the gyromagnetic
ratio, G is the strength of the gradient pulse, 8 is the dura-
tion of the pulse, A is the time between the two pulses, and
finally, D is the diffusion-coefficient. According to the model
radial diffusion occurs in grey matter. So the grey matter
voxels are to be corrected on radial diffusion
_pp ) o))

20,0

Y 2)

S:SOe

After applying radial diffusion to grey matter, new water dif-
fusion weighted reconstruction is to be performed. Obtained
reconstructed images of the model with diffusion weighting
Fig. 2,a-b. Reconstructed images of the model with water dif-
fusion weighting is of a little bit difference in contrast the one
without diffusion. It might give additional diagnostic information
taking into account water diffusion in grey mater.

ADC calculation from simple MRI data. By
rearranging the formula to isolate the diffusion-coefficient,
it is possible to obtain an idea of the properties of
diffusion occurring within a particular voxel (volume
picture element). These values, called apparent diffusion
coefficient (ADC) can then be mapped as an image, using

© Netreba A., Naguliak O., Kononov M., 2012
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diffusion as the contrast. The first successful clinical
application of DWI was in imaging the brain following
stroke in adults. Areas which were injured during a stroke
showed up "darker" on an ADC map compared to healthy
tissue. At about the same time as it became evident to
researchers that DWI could be used to assess the
severity of injury in adult stroke patients, they also noticed
that ADC values varied depending on which way the
pulse gradient was applied. This orientation-dependent
contrast is generated by diffusion anisotropy, meaning
that the diffusion in parts of the brain has directionality.
This may be useful for determining structures in the brain
which could restrict the flow of water in one direction,
such as the myelinated axons of nerve cells (which is
affected by multiple sclerosis). However, in imaging the
brain following a stroke, it may actually prevent the injury
from being seen. To compensate for this, it is necessary
to apply a mathematical operator, called a tensor, to fully
characterize the motion of water in all directions. Accord-
ing to proposed model the next method of image segmen-
tation and reconstruction might be proposed. The same
way of simple MRI image data segmentation is to be
used. The image data is divided into voxels according to
proposed image data segmentation method. The average
voxel intensity is to be calculated according to next for-
mula

~ 47 ~
_k
s=3 /< (3)
i
where [; — pixel intensity within the voxel, k - the

amount of pixels within the voxel and S - the average
meaning of signal intensity within the voxel. The next pro-
posed way to obtain the ADC of the voxel is to find diffu-
sion coefficients according next formula

S D
S ¢ (@)

where SO is the signal intensity without the diffusion

weighting, S is the signal with the gradient, D is the
diffusion-coefficient.

According to proposed method of image segmentation
the AD C meaning can be found using next formula

k's
)
ADC = In(’T) (5)

Proposed method of calculation of might be used for

obtaining more diagnostic information using ADC contrast

map Fig. 3.

e

Fig. 1. Image element of 4*4p|xe|s

(a)
Fig. 2. Image without diffusion weighting(a), Image with diffusion weighting (b)

(b)
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For more informative image reconstruction it is possible to
obtain reconstructed image weighted on water diffusion using
simple MRI data. Obtained weighted images give more con-
trast diagnostic information for early brain diseases following
brain stroke, which cannot be marked using simple MRI. The
proposed image segmentation method is to eliminate the sta-
tistic artifact in high resolution simple MRI images [10]. The
proposed ADC reconstruction method gives opportunity to
estimate the water diffusion rate within the image element
using simple MRI data. ADC using contrast map gives more
diagnostic information then simple MRI.
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IMPACT OF TEMPERATURE TO MODIFICATION
OF DIODE'S PARAMETERS OF POWERFUL CURRENT PULSE

B po6omi po3a2nssHymo ennue 308HiWHLOI memrepamypu Ha Modugbikauiro Yyacy >xummsi Hociie 3apsidy HarienpoeiGHUKoeozo Ji-

oda nomyXHuM iMnynLcomM cmpymy.

Knro4yoei cnoea: diod, memnepamypa, Modudpikayisi, imnynsc cmpymy
In this work was considered the influence of outside temperature on the modification of carrier lifetime semiconductor diode power-

ful current pulses

Key Words: diode, temperature, modification, impulse of current

Introduction. When passing through a semiconductor
diode powerful shock pulse of current is changed parame-
ters of the diode [1]. This is due to the fact that the current
shock leads excess of the of the maximum permissible
effective temperature of the p-n junction, which at the time
of service rarely diode with a limited number of repetitions
due to unusual conditions of the device. This current can
exceed the current direct current diode | tens of times [2].
Joule heating is very heterogeneous. The p-n area transi-
tion is heated the most, and contact area by selecting the
heat in the output — is heated the least. There is a strong
temperature gradient, that leading severe mechanical de-
formation in the p-n junction. In this area there are addi-
tional thermal defects and related additional levels of re-
combination in the gap semiconductor diode.

These levels are located deep in the gap [3] and lead to
a significant increase in the rate of recombination and re-

duce the lifetime 1 of minority carriers in the diode. Studies
have shown that changing Tt for different conditions
reached 10 times.

Research that performed earlier and described in works
[1-3], carried out at room temperature. [In a small increase
in temperature at 278-373 K was observed annealing
thermal defects and increase the lifetime of carriers almost
to its original value]. There was annealing thermal defects
and increase the lifetime of carriers almost to its original
value In a small increase in temperature 278-373 K.

Experimental results. There were researched silicon
crystals that used for the manufacture of diodes KD 105,
KD 209. They looked like washers with a diameter of
1,8 mm, high - 0,3 mm. The frontal contacts of the crystal
are metalized with gold. The basic material is silicon
KEF40; p-domein thickness of 0,1 mm, alloyed by boron.
The concentration of acceptors in the +- area was Na ~
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1017 cm-3, and donors - area Nd ~ 10 14 cm-3. The
Methodology of research is described in detail in this work
[4].Single pulses of current with adjustable amplitude and
duration were conducted in the process of carrying

Also used a DC mode I=const because this mode al-
lows to stabilize in a crystal selected power and reduces
the likelihood of crystal's failure [5].

Submitted to the crystal short rectangular current pulses to
determine the lifetime 1 of change carriers in the diode chip
conjoined, the methodology "after injection EMF".

The research was conducted lots of crystals for each
temperature of 10 pieces selected from the same initial
parameters.

The graphs had the most typical average results be-
cause the studies used a lot of crystal diodes and most of
them went down during the experiment.
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: Fig. 1. :

(a): T=77 K; I(A);1-35, 2-40, 3-45, 4-50
(b): T=300 K; I(A): 1-5, 2-10, 3-15, 4-20, 5-25, 6-30, 7-35
(c): T=620 K; I(A);1-35, 2-40, 3-45, 4-50, 5-55, 6-60, 7-65, 8-70, 9-75

Research conducted by three outside temperatures: 1:
T=77 K, 2: T=300 K, 3:T=620 K. Duration of pulse modifica-
tion was 10 ms. This duration is most common in practice
in twice semiperiodic networking rectifier voltage.

Experimental results and their discussion. The fig-
ure 1 shows the oscillogram of decline electrical pressure

across the crystal for different temperatures and ampli-
tudes of current's pulses. As we can see in the figure when
the amplitude of pulse improves, the fall of voltage in-
creases proportionally. Then there is a peak of voltage and
forms s-shaped area.

The figure 2 shows CVC that built for oscillogrames. s-
shaped area with temperature T=620 K is absent in explicit
form. It's connected with high level of heat conductivity.
Because it'll cause that modulation of diode conduction
heat with leaking current is negligible.

The figure 3 shows that the lifecycle of charge carrier is
depend on amplitude of modificatory pulse of current.

As we can see the biggest influence of T happens at a
room temperature (Fig. 1.a.; 2.3; curve 2). Changes in 1
reached 10 times. The initial lifetime is very small at a
nitrogen temperature (Fig. 1, A; Fig. 2, 3, curve 1) because
charge carriers are at their level and do not participate in
conduction. However in gradual heating the temperature of
crystal diode increases and the liquid nitrogen starts to boil.
Around the crystal appear the shell of nitric gas and the
liquid nitrogen stop being cooler. For these conditions the
changing 1 happens in 5.7 times. But life cycle returns to its
initial meaning. In the next heating this diode to a room
temperature and in second cooling. There was thermal
annealing of defects created by low temperature in heating.
The figure 1.b, shows the oscillograms of falling of voltage
at a high temperature. The curve 3 in figure 2, shows CVC.
The curve 3 in the figure 3 shows the changing lifecycle.
The life cycle halves. The meaning of lifecycle keeps in
modified form after cooling to a room temperature.
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Conclusions: 1. Modification of the lifetime of charge
carries in the crystal diode is available in a wide range of
external temperature. 2. Modifications of the crystal diodes
must conduct at a high temperature for conservation the
changing of parameters.
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THRESHOLD SPIN-TORQUE MICROWAVE DETECTOR

3anponoHosaHo HosUl pexum pobomu MiKpoxeusib08020 JemmeKmopa Ha OCHO8I Wapysamux MazHImHUX HaHOCMPYKMyp, wo
6a3yembcs Ha 36yOxeHHI npeuyecii HamMasHiYeHHOCcmi 3 eesluKuUM Kymowm npeyecii. [IposedeHo aHania enacmueocmeli demekmopa 8
UboMy pexxumi pobomu i MokasaHo, W0 8iH Npayroe sIK WUPOKOCMy208ull Nopo2oesull MiKpoxeusiboaull 0emeKmop HU3bKO4YacmomHux

cuzHanie. Takuli pexxum po6omu demekmopa icHye 3a Mikpoxeunbosux cmpymie Ipr > Iop ((o) i cmabinbHuli 8 obnacmi yacmom
® < OcR - 3anexHicmb Hanpyau Ha euxodi mako2o demexkmopa eid exiOHo20 cmpyMy Mae euasisid CxOQUHKU: 80Ha Mallxe HyJb npu

Ire < lcr (®) icnabko sanexums eid Ige npu Ige > Iog (®) .
Knroyoei cnnoea: mazHimHa HaHOCmMpyKmMypa, Mikpoxeusiboeuli demeKkmop, rpeuyecisi no3a rIouUuHoro, Nopo2oeuti demekmop.

We propose a novel regime of operation of a spin-torque microwave detector (STMD), based on excitation of large-angle out-of-plane
magnetization precession. We analyze the performance of a STMD in this regime and show that detector operates as a non-resonant
broadband threshold microwave detector in a wide range of low frequencies. This regime of operations of STMD exists for RF currents

with amplitudes Ige > Icg (u)) and is stable for the frequencies of RF signal o < ®gr . The output DC voltage Up- of such STMD has

a step-like behavior: it is near zero for Ige < o (®) and weakly depends on Igg for Ige > o ().

Key words: spin-torque microwave detector, out-of-plane precession, threshold detector.

Introduction. The spin-transfer torque (STT) carried by a
spin-polarized electric current [1-3, 6, 8-9] can give rise to
several types of magnetization dynamics (magnetization auto-
oscillations and reversal) and, therefore, allows one to ma-
nipulate magnetization of a nano-scale magnetic object [7].

One of possible applications of the STT is the spin-
torque microwave detectors (STMD) based on the so-
called spin-torque diode effect [5, 10-11]. In a STMD, a

microwave current g (t)=Igpsin(ot) is supplied to a
magnetic tunnel junction (MTJ) structure and excites mag-
netization precession in the "free" magnetic layer (FL). The
resistance oscillations R(t) resulting from this precession

mix with the driving current IR,:(t) to produce the output

DC voltage Upc = (Ige (t)R(t)) (here (...) denotes aver-

aging over the period of oscillations 2n/® of the external
microwave signal).

In traditional regime of operation of a STMD [5, 10-11]
STT excites a small-angle in-plane (IP) magnetization pre-
cession about equilibrium direction of magnetization in the
FL of a MTJ. In that regime the STMD operates as fre-
quency-selective quadratic microwave detector with reso-
nant frequency that is close to the ferromagnetic resonance
(FMR) frequency @ of the FL. Frequency operation range
of the detector has an order of FMR linewidth ' and the
output DC voltage of the detector is proportional to the in-
put microwave power: Upc =¢ePgrp, Where & is the volt-

watt sensitivity of the detector and Pge ~ /3¢ . Below we

shall refer to this regime of STMD operation as the IP-
regime. The resonance sensitivity of traditional STMD

e=¢g,s (@t ®=0p) is predicted about a,es~104 VIW
[11], while the best yet achieved experimental result is
about g,,5 =300 V/W [5].

However, the recent experiments performed by Prof.
I.N. Krivorotov [3—4] have proved that the sensitivity of spin-
torque diodes can be substantially greater and can exceed

e~10% V/W. It is important to note that the sensitivity of
such STMD is more than 100 times higher than the sensitiv-

ity of Schottky diode (about ¢ ~ 103 V/W). The existence of
such ultra-high sensitivity of a STMD (substantially larger
than the value predicted by the theory [11]) is explained by
the existence of so-called "nonadiabatic stochastic reso-
nance" of magnetization excited by the AC STT [4-5].

—— ——
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Fig. 1. The model of considered system: circular nano-pillar
of radius r consists of the "free" magnetic layer (FL)
of thickness d and the "pinned" magnetic layer (PL).
Under the action of RF current Ige(f)=Igesin(wt) magnetization
vector M is precessing along large-angle out-of-plane (OOP)
trajectory (shown by a dashed curve) about the direction
of a weak DC bias magnetic field By = z By (B, < HoMs), Ho is
the vacuum permeability, Ms is the saturation magnetization
of the FL, p = x is the unit vector in the direction
of the magnetization of the PL, x and z are the unit vectors
of x- and z-axis, respectively.

But there may be an alternative explanation of the ob-
tained experimental results. We believe that they may be
explained (at least, partially at the qualitative level of sever-
ity) by a simple model in which magnetization of the FL is
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precessing along a large-angle out-of-plane (OOP) trajec-
tory (fig. 1). We shall refer to this regime of operation of a
STMD as the OOP-regime.

Hence, the main aim of the article is to analyze the
general properties of a STMD in the OOP-regime and
prove that the output DC voltage of a STMD may be quite
large in this regime.

Model. We consider the OOP-regime of operation of a
STMD using simple theoretical model with the following
major limitations:

(a) we use the macrospin approach during the theoreti-
cal analysis, therefore we assume that the magnetization of
the FL M is spatially uniform and depends on time t only,
ie. M=M(t);

(b) the considered MTJ is supposed to be the circular
nano-pillar of radius r with no in-plane anisotropy (see fig. 1);

(c) induction of bias DC magnetic field B, is perpendicu-
lar to the plane of the FL of MTJ (By = zB, , where z is the
unit vector of z-axis) and is smaller than the saturation field,
i.e. By <poMs (pg is the vacuum permeability, Mg =|M| is
the saturation magnetization of the FL), so the magnetization
of the FL is in the unsaturated state;

(d) direction of magnetization of the "pinned" magnetic
layer (PL) is defined by the unit vector p that lies in plane
of the MTJ (for simplicity we assume that it lies along x-
axis, thus, p=x);

(e) no DC bias current is applied to the MTJ;

(f) the damping in the system is small, i.e. the Gilbert
dimensionless damping constant o <« 1 (its typical value is
a~0.01).

Theory. In the scope of our model the dynamics of the
magnetization vector M=M(t) of the FL under the action

of microwave current Igg (t) =/ sin(wt) is described by

the Landau-Lifshits-Gilbert-Slonczewski equation:

am o am
—=v|B M|+—|Mx— |+
ot = V[Borr xM] MS[ th}

GIRF .
+—C | Mx (M sin(wt) , 1
g LM [Mxp]Jsin(ot) (1)
where y~2n-28 GHz/T is the modulus of the gyromag-

netic ratio, B4 is the effective magnetic field, which has

contributions from an external DC magnetic field B, = zB,
and the demagnetization field, o is the Gilbert damping

constant, o :027L is the current-torque proportion-
1+ P“cosp
. - vyh) P .
ality coefficient, 6, =| — | ——, & is the reduced Planck
2e ) MgV

constant, e is the modulus of the electron charge, P is
the spin-polarization of current, B is the angle between the

directions of magnetization in the FL and PL, V = nrid is
the volume of the FL (r is its radius and d is its thick-
ness), and p =x is the unit vector in the direction of the
magnetization of the PL.

We represent the magnetization M in the form
M = Mg (xsinbcose+ysinOsing+zcos) in Eq. (1) and

find the equations for 6 and ¢, where 6 =6(t) is the out-

of-plane angle between the magnetization and z-axis,
Q= (p(t) is the in-plane angle between the magnetization

projection on x—y plane and x-axis (see fig. 1). Note, that

under the action of small RF current the magnetization
vector is precessing with angular frequency o of RF cur-
rent, however, the significant influence of RF current on the
motion of magnetization is observed only if the average
value of this action is non-zero. Therefore we represent ¢

in the form ¢ =wt+y, assume that 6 and y are the
"slow" variables, average the equations for 6 and ¢ over
the period 2n/ o of RF current oscillations and obtain after

neglecting small terms ( ~ o? ):

Ll =—am(6)sin6+vmcosesin\u, (2a)
dt 2

d\v GLIRF 1
—)=0(0)-0+u-LtRE___cosy, 2b
<dt> o(0)—o+u=o T g0y (25)

where ©(0)=wpg -y, coso is the frequency of OOP pre-

cession, og =78y,

u \/j_ i
[v]:\hjp“ 11( 1 Z“ 1j

oy =THoMs

,u,v=1for P<0.7.

The stationary solution of Egs.(2) is 6=6g,
¢s = ot +yg. In that case assuming 65 ~=n/2 one can
found from Egs. (2) that the OOP precession mode exists

for microwave currents /g larger than the critical value

/CR(CO)ZZTOL:*Tﬁ- @)

Also it is follows from Egs. (2) that the OOP precession

is stable for low frequencies ® < wcr = wg . Thus, it means
that STMD operates as a broadband threshold microwave
detector in OOP-regime for input RF signals with frequen-

cies o < wcr ~ wg and currents g > Ior (©) .
If we assume that the angular dependence of MTJ re-

sistance is R(B)= L then the output DC voltage

14 P2 cosf
of a STMD in OOP-regime can be found as
Upcoop = ~lcr (®)RLE, 4)
'\' — 4 a—
where €~ L L ;32 1 <0. One can see from
N

Eq. (4) the output DC voltage Upcpop in OOP-regime is
microwave

1
J1-pP*

Results and discussion. STMD works as broadband
low-frequency non-resonant microwave detector in the

OOP-regime in contrast to the traditional resonance STMD.
The response of the STMD on input microwave signals

with different magnitude Iz¢ is also substantially different
in the case of OOP- and IP-regime of operation of a STMD.
The output DC voltage Upc oop of the diode in the OOP-

regime of operation has a step-like dependence:
0, Ipr <leop (@
RF CR( ) (5)

UDCOOP:{ :
’ ~ler (0)RIE, I > Icr (@)
Thus, in OOP-regime STMD operates as a non-

resonant broadband threshold microwave detector of low
frequency RF signals.

weakly depends on input power

Pap ~12Ry 12, where Ry =R ¢, ¢~
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The results presented above correspond to the case of
no DC bias current applied to the MTJ (/pc =0). If this is

not the case and Ip; =0, supplied DC bias current may

partially or completely compensate damping in the MTJ,
that leads to the decrease of critical current gz (®). On

the other hand in-plane anisotropy and/or in-plane bias
field create energy barrier between regions of small-angle
IP- and large-angle OOP-trajectories, which may be over-
come by thermal fluctuations or by the supplying DC bias
current. This means that large-angle OOP-regime of opera-
tion of STMD in a real anisotropic system is thermally- or
DC bias current-activated.

Conclusion. We have demonstrated that there is a novel
regime of operation of a STMD, based on excitation of large-
angle OOP precession mode. In that regime STMD operates
as a non-resonant broadband threshold microwave detector of
low frequency RF signals. This regime is realized, when mag-

nitude of RF signal greater than the threshold (/gg > Icg (®) )

and the frequency of RF signal o is smaller than ogr = 0g.

It is characterized by a step-like dependence of output DC
voltage on magnitude of input signal.
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FORMATION OF CHARGED PARTICLES' FLOWS IN THE BACKGROUND PLASMA
AT THE INITIAL STAGE OF THE BEAM-PLASMA INSTABILITY

LLinsixom KoM ‘tomepHO20 MOdesTio8aHHsI MoKa3aHo, WO Ha noYyamkoeili cmadii po3eumky nia3moeo-y4koeoi Hecmilikocmi e 06-
n1acmi, 0e 0ocsi2aembCsi MaKCUMYM iHMEHCUBHOCMI 8UCOKOYacmoMmHOo20 MoJisi, hopMyembCsi NOMiK eslekmpoHie ¢hoHO8OI nnasmu,
crnpsiMosaHuli Ha3ycmpiy esleKmpoHHOMY My4Ky. BUHUKHEHHSI Ub020 MOMOKY Moe'si3yembcsi 3 noYamkoeuMm emarom Oeghopmauii
npoghinto KoHYeHmMpauii nna3mu nio enIUeoM MUCKy HeOOHOPIOHO20 8UCOKOYacIMOMHO20 eJIEKMPUYHO20 10JIsl.

Knroqosi crioea: nna3moeo-nyykoea e3acmodisi, TOHOepPOMOMOpPHa cusia, keasicmayioHapHe esleKmpuy4He rnorie.

Formation of the flow of the background plasma electrons moving to the electron beam injector at the initial stage of the beam-
plasma instability in the region of maximum HF electric field intensity is demonstrated via computer simulation. This flow is caused by
the initial stage of the plasma density profile deformation due to the pressure of the inhomogeneous HF electric field.

Key words: beam-plasma interaction, ponderomotive force, quasi-stationary electric field.

Introduction. Interaction of electron beams with
plasma is one of the most interesting problems of plasma
physics. Most studies of the beam-plasma instability paid
the primary attention to instability mechanisms at the linear
stage of the beam-plasma interaction. Further studies show
that nonlinear effects play the essential role in the beam-
plasma interaction. These effects mainly demonstrate
themselves in the electron beam, while plasma nonlineari-
ties were generally left out of the scope of researchers. At
the same time, plasma nonlinearities were noticed in ex-
periments, for instance, the modular instability of the
Langmuir waves, exited in plasma by the electron beam,
and the following deformation of plasma density profile with
the consequent collapse of cavities [8]. It is evident that
nonlinear effects in plasma have to be accompanied by the
kinetic effects, like heating of the background plasma by
the electric fields, exited by the electron beam, as it was
shown in [2]. However, by the present day kinetic effects,
which take place during the development of beam-plasma
instability, are not entirely studied.

It was noticed in [4] that during the interaction of the
electron beam with plasma, according to the law of impulse
conservation, the electron beams' impulse is partially trans-
ferred to plasma electrons. It results to the formation of
plasma electrons' flows. In our latest works formation of

such flows was observed at the late stages of interaction,
when deformation of plasma density profile started [5].

The aim of the present work is to study the formation of
background plasma charged particles' (both electrons and
ions) flows at the initial stage of the beam-plasma instability
via computer simulation. We consider the initial stage as
the time period during which the significant deformation of
ions' density profile is not observed; in other words, redis-
tribution of plasma density doesn't lead to reverse influence
on the HF-field distribution in plasma.

Model description and parameters. To study the for-
mation of plasma particles' flows, one-dimensional com-
puter simulation using modified package PDP1 [1] was
carried out. In 1D space plasma was located between two
conductive walls. At the initial time point injection of the
monoenergetic electron beam into plasma started from the
left wall of the simulation space. Beam electrons were ab-
sorbed by the right wall (collector). Initial velocity distribu-
tion function of plasma electrons was maxwellian. Simula-
tion was carried out for the beams' current density
jb=24 A/m? and beam velocity V,=3-10" m/s. Other simula-
tion parameters: plasma density — ne,i=2~1015 m™ (corre-
sponding electron plasma period — Tp=2,49ns); distance
between injector and collector — L=0,5cm; thermal veloci-
ties of plasma electrons and ions — VTe=2~1O6 m/s and
Vri=1-10* m/s, respectively.

© Tanygina D., Anisimov |., Levitsky S., 2012
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Fig. 1. Space-time distributions of plasma electrons (a) and ions (b) averaged velocity, averaged over the plasma period
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Fig. 2. Instantaneous space distributions of plasma electrons (a) and ions (b) averaged velocity,

averaged over the plasma period, for the time point t=60T,

3. Results and discussion

3.1. Particles’ flows formation in the background
plasma. Fig.1a,b presents space-time distributions of
plasma electrons' and ions' averaged velocities, corre-
spondingly. These velocities were averaged over plasma
period and over the ensemble in the small space interval
Ax. Corresponding instantaneous space distributions for

the time point t = 60T, are presented on Fig.2a,b.
As it is clear from Fig.1-2, at the initial stages of the

beam-plasma instability plasma electrons are accelerated
primarily in the direction of the beam injector. At the same

time, plasma ions are accelerated both to the injector and
to the collector.

3.2. Quasi-stationary electric field is a cause of flows
formation in the background plasma. To explain the results
obtained, we considered an instantaneous space distribu-
tion of electric field, exited by the electron beam, averaged
over the plasma period, for the time point t = 60T, (Fig.3).
In essence, this distribution of averaged electric field repre-
sents its slow component (in the time scale of plasma pe-
riod). It is clear from Fig.3 that area of negative field is lo-
cated near the injector, while the positive field area with the

'
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larger strength value is located near the collector. Localiza-
tion of flows' formation area coincides with the area of the
most intensive quasi-stationary electric field.

Under the influence of negative field, plasma electrons
are accelerated to the collector. Consequently they appear
in the area of larger positive field, and finally they start to
move to the injector. Otherwise, negative field accelerates
ions to the injector, and positive field — to the collector.
Thus, electrons of the background plasma are accelerated
to the injector, while ions are accelerated both to injector,
and (primarily) to the collector. Proposed mechanism of the
electron flow formation is confirmed by the quasi-stationary
potential distribution (Fig.3 c). The right edge of the poten-
tial well for electrons is higher then the left one, so plasma
electrons are accelerated by the corresponding electric
field mainly to the left.

Spatial distribution of quasi-stationary electric field allows
to explain the formation of particles' flows in the background
plasma (at least, at the qualitative level). Thereby, the elec-
tron beam, which is decelerated by the exited HF-electric
field, indirectly transfers its impulse exactly to plasma ions.
So one can conclude preliminary, that law of impulse con-
servation is satisfied in the present system.

3.3. Mechanism of the quasi-stationary electric field
formation. The quasi-stationary electric field formation is a
result of plasma electrical neutrality perturbation owing to
the plasma electrons' extrusion from the area of intensive
HF electric field (ponderomotive force) [3]. Instantaneous
spatial distribution of HF electric fields' intensity, averaged
over the plasma period, for the time point t=60T, is pre-

sented on Fig.4. Present mechanism is a first stage of
background plasma striction nonlinearity development un-
der the influence of inhomogeneous HF electric field, exited
by the electron beam (at the next stage quasi-stationary
electric field results to redistribution of plasma ions' density,
so quasi-neutrality perturbation is not observed).It is clear
from Fig.4, that gradient of the HF electric field intensity is
larger from the side of collector comparing with injectors'
side. Thus, the magnitude of corresponding quasi-
stationary electric field has to be larger, which is in a good
accordance with Fig.3.

Fig.4 demonstrates spatial distribution of striction elec-
tric field, averaged over plasma period, for the time point
t=60T,. This field is related with HF electric fields' intensity
gradient by the expression:

e d 2
Estr _4m0)f, dX<E >,

where o, = 2n/Tp is the electron plasma frequency, <E2>

is the HF electric field intensity, averaged over the plasma
period. Comparison of Fig.4c and Fig.3b demonstrates that
exactly the striction field makes the main contribution in the
formation of quasi-stationary electric field, which results to
the formation of plasma electrons' and ions' flows.
Asymmetry of the HF field intensity distribution results to
the formation of the background plasma electrons' flow
directed to the electron beam injector.
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Fig. 3: (a) — space-time distribution of the electric field averaged over the plasma period;
(b) — its’ instantaneous space distribution for the time point t=60T,;
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Fig. 4: (a) — Space-time distribution of HF electric fields' intensity, averaged over plasma period;
(b) — its’ instantaneous spatial distribution for the time point t=60T;
(c) — striction field, caused by the gradient of HF electric fields' intensity for the time point t=60T,.

4. Conclusion. 1. At the initial stages of the beam-
plasma instability the flow of plasma electrons appears in
the area of the intensive HF electric field. This flow is di-
rected to the electron beam injector (oppositely to the di-
rection of the beam motion). In the same region the flows
of plasma ions appear with opposite directions. Moreover,
the ions' flow, directed along the electron beams' propaga-
tion direction, is more intensive. 2. The cause of plasma
particles' flows formation is quasi-stationary electric field,
which change its' direction in space. Area of negative field
is located nearer the injector, while region of positive field
is located further from the injector, and its' absolute value is
larger. 3. Calculation shows that the cause of quasi-
stationary electric field formation is plasma electrons' ex-
trusion from the region of intensive HF electric field.
Thereby, peculiarities of quasi-stationary field space distri-
bution are defined by the distribution of HF field intensity.

Preliminary results of this work are presented in the
works [6-7].
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