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I. Bilokon, stud., D. Gryaznov, assist.,
S. Pogorilyy, Doct. Sci.

BUILDING OF DYNAMICALLY RECONFIGURABLE COMPUTING ARCHITECTURE
USING VIRTUALIZATION TECHNOLOGIES

3anponoHoeaHo KoHuenuito No6ydosu GuHamMi4YHO peKoHgbizypoeaHoi knacmepHoi ob4ucroeansHoi apximekmypu Ha 6a3i
nnamgopmu eipmyanisayii Microsoft Hyper-V. lNo6ydoeaHo o64ucntoganbHUli Knacmep 32i0H0 po3pobrieHozo npuHyuny. Pos-
pobreHo cucmemy KepygaHHs1 064ucIo8asribHUM KilacmepoM, 8y3JlaMu IK020 € 8ipmyarsibHi MaWUuHU.

Knroyoei cnoea: duHamiyHO pekoHghicypoeaHa ob64ucnroeanbHa cucmema, obyucmoganbHUll Krnacmep, eipmyanizayis,
sipmyanbHa mawuHa, Hyper-V, 2inepsizop, SAN, iSCSI, WMI, API, HPC, MPI.

The concept of building of dynamically reconfigurable cluster computing architecture based on Microsoft Hyper-V virtualiza-
tion platform was suggested. A computing cluster according to the concept was constructed. A management system for comput-

ing cluster with virtual machine nodes was developed.

Keywords: dynamically reconfigurable computing system, computing cluster, virtualization, virtual machine, Hyper-V, hyper-

visor, SAN, iSCSI, WMI, API, HPC, MPI.

Introduction. A widespread implementation of parallel
computing technologies has led to a wide range of imple-
mentations built using various tools and based on different
technologies. Accordingly, these software tools have vari-
ous degrees of parallelism implemented and make a wide
range of requirements for cross node, cross process and
cross thread communication. Therefore, urgent problem is
the construction of collective computing resource that
meets the needs of a wide range of computing tasks and
belongs to dynamically reconfigurable systems.

This paper proposes the concept of implementation of
dynamically reconfigurable systems based on virtualization
technology. Using virtual machines as computing nodes
allows dynamically computing system architecture chang-
ing without hardware modifications. This concept allows
building a computing system which optimally uses available
computing hardware resources and designed for collective
usage by tasks that have different requirements for the
number of nodes, processors, computational kernels and
communications between them.

Typically, in most organizations personal computers
(PCs) are not used about 70% of the time. Taking into ac-
count that computing power of PC processors is almost
equal to a capacity of server ones (because in most cases
they are built on the same kernels and have the same fre-
quency), and for Local Area Network organizing we could
use widespread Gigabit Ethernet technology (it meets
bandwidth and delay requirements for MPI protocol ex-
change network), we can conclude about the feasibility of
deploying dynamically reconfigurable computing systems
based on computer lab of organization.

Modern hardware and software virtualization tech-
nologies. Today there are two main types of architectures
that are used for server virtualization. The fundamental dif-
ference between them concerns relationship between the
level of virtualization and physical facilities. In architectures
of the first type operating system (OS) runs on the same
level as virtualization platform (VP). This approach is associ-
ated with significant system resources consuming and there-
fore not applicable for workloads. The second type of archi-
tectures provides the level of VP directly above the equip-
ment level, below the OS level. To improve performance in
VP which use this approach, there is a special layer between
guest OS and hardware — hypervisor, or Virtual Machine
Monitor, which allows guest OS directly use hardware re-
sources. Using hypervisor, which is the link layer between
guest OS and equipment, significantly increases the per-
formance, bringing it to physical platform performance.

There are two types of hypervisor — microkernelized
and monolithic. The monolithic hypervisor approach hosts
the hypervisor/VMM in a single layer that also includes
most of the required components, such as the kernel, de-

vice drivers, and the 1/O stack. This is the approach used
by such a solutions as VMware ESX and traditional main-
frame systems.

The microkernelized approach uses a very thin, spe-
cialized hypervisor that only performs the core tasks of
ensuring partition isolation and memory management. This
layer does not include the I/O stack or device drivers. This
is the approach used by Hyper-V. Using the microkernel-
ized hypervisor architecture, Hyper-V has very low CPU
overhead, leaving plenty of resources to virtualize work-
loads. Hyper-V enables virtual machines (VM) to take ad-
vantage of multicore and multiprocessor technology (up to
four virtual processors per VM and up to 16 logical proces-
sors on host computer) and large amounts of memory, and
consolidate 32-bit and 64-bit workloads on a single system.
Quick Migration ability allows moving a running VM from
one host to another in a few seconds. Abilities of Hyper-V
mentioned above motivated to choose it as a VP for com-
puting cluster.

Computing cluster components. Components of a
computing cluster, which nodes are virtual machines on the
Microsoft Hyper-V platform (CCVM) are:

e CCVM main node.

e CCVM physical nodes (hosts) containing virtual

nodes.

¢ CCVM nodes which are VM.

o Storage Area Network (SAN).

¢ CCVM Management Infrastructure.

CCVM main node. CCVM main node (MN) is managing
node of the cluster. It contains the necessary hardware and
software for task management and cluster usage. The
necessary requirement for CCVM to work properly is MN
high availability.

It is supposed that CCVM MN has Microsoft Windows
2008 Server x64 OS. In addition to OS CCVM MN should
contain all the elements of Management Infrastructure.

Minimum hardware requirements are made by CCVM
main node's software. Minimum system requirements are:

¢ 1.5 GB of RAM.

e Intel or AMD CPU with x64 architecture.

¢ Gigabit Network Interface Card.

At least 100 GB of disk space.

Physical nodes. CCVM physical nodes (PN) are actu-
ally a basis for virtual nodes (VN) operation. They should
include required hardware and software and should to be
connected via high speed connection lines (Gigabit
Ethernet). An environment for VM operation is Microsoft
Hyper-V, which is distributed as part of Microsoft Windows
2008 Server x64, or as a separate Microsoft Hyper-V
Server Core OS.

© Bilokon I., Gryaznov D., Pogorilyy S., 2010
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Generally, PN system requirements are determined by
quantity and quality of VM, which are in working state
simultaneously. Minimum requirements for a single VN
full work:

¢ Multicore x64 CPU architecture with Intel-VT or AMD-

V hardware virtualization technology support.

¢ Appropriate chipset.

e Atleast 2 GB of RAM.

o Sufficient hard disk space.

¢ Gigabit Network Interface Card.

CCVM virtual nodes. VM for CCVM nodes are major
executive component of the system. Therefore they must
sustain intended workloads and properly interact with each
other and with Management System. Accordingly, VN
hardware and software requirements are made.

VN software should provide maximum control for
nodes, task management capabilities by means of HPC
Server 2008, communication between nodes via MPI pro-
tocol. Therefore following software requirements are made:

¢ Microsoft Windows Server 2008 x64 OS.

¢ Hyper-V Integration Components.

e HPC Server 2008 Integration Services including ser-

vices to support interaction via MPI.

VN must have hardware that is adequate to intended
workloads and provides network connectivity between VN.
Here are the minimum system requirements for stable OS
and all necessary components operation without require-
ments for specific tasks:

¢ Virtual CPU with x64 architecture.

¢ 1 GB of RAM.

¢ Virtual bridge to communicate with physical network

equipment.

¢ Sufficient Virtual Hard Drive.

SAN for computing cluster. CCVM SAN provides nec-
essary facilities and services for data storage, sharing and
manipulation during computation process. There are sev-
eral SAN technologies for today. Specifics of CCVM opera-
tion make a series of requirements to SAN:

o Sufficient storage and data transmission speed.

¢ High stability and error detections.

¢ Ability to stay working after some time of connection

inactivity.

¢ High availability.

Consider using iSCSI SAN technology, because it fully
satisfies these requirements, has OS-level support and
requires quite simple deployment process. iSCSI SAN lays
on a standard Ethernet network infrastructure equipment
and communications environment. Application servers con-
tain integrated iSCSI Initiators, which initiate requests to
disk arrays, which in turn are iSCSI Targets. iSCSI Targets
include user partitions (UP) to allow users to store their
information and results.

CCVM Management Infrastructure. For CCVM manage-
ment there are two necessary key components: means for VN
and VP management and means for task management.

For VM based on Microsoft Hyper-V platform Microsoft
gives following management tools:

¢ Hyper-V Management Console.

e System Center Virtual Machine Manager (SCVMM).

¢ Windows Management Instrumentation (WMI).

Hyper-V Management Console is a standard graphical
user interface (GUI) for VM and VP management, which is
a part of the OS. lts significant disadvantage is the lack of
VM bulk control within Local Area Network (LAN) and ab-
sence of VM Quick Migration tools.

SCVMM is a separate commercial product for manag-
ing virtual infrastructure of organization. SCVMM allows
managing all aspects of VP. Among the shortcomings of

SCVMM as CCVM management tool there is the absence
of a convenient user interface for VM bulk management.

WMI allows VP management via execution of WMI
scripts or any other application that implements interaction
with this interface.

For task management there are Microsoft HPC Server
2008 software package. The package is designed to con-
vert common PC infrastructure to computing cluster. Its
main functions are: computing task installations to cluster
nodes, tasks management and monitoring, cluster nodes
monitoring. The software package also provides services
that allow solving the problem of automated deployment
of the cluster.

Software tools and interfaces mentioned above allow
management of different CCVM aspects and components
not functionally related to each other. Manipulation of the
cluster as a whole requires controls that integrate VM and
VP management tools and task management tools as
well. So it is important task to create a common CCVM
management tool that allows managing all aspects of the
cluster system.

CCVM management tool. Since CCVM infrastructure
consists of a number of software products and interfaces,
for convenience of cluster nodes handling, allocation of
resources managing, tasks and nodes monitoring, user
accounts and access policies managing it is necessary to
develop a common CCVM management GUI (MGUI). This
software must satisfy following requirements:

¢ Unified user interface for all CCVM aspects handling,

such as PN, VM, Microsoft Hyper-V, tasks that are
running on the cluster and so on.

e PN and VN bulk management and monitoring ability

within LAN.

e Tasks bulk monitoring and controlling ability.

e User accounts and CCVM resources access policies

management ability.

¢ Ability to protect the cluster from intentional or acci-

dental injury by means of OS.

To meet the above-described requirements the applica-
tion should interact with following components: Microsoft
Hyper-V, Microsoft HPC Server 2008, Microsoft Windows
2008 Server OS of every PN and VN. Such interaction is
performed via Application Program Interfaces (API). Let's
consider the API of each listed component.

Microsoft HPC Server 2008 API. The usage of services
provided by Microsoft HPC Server 2008 could be imple-
mented by using .NET objects after linking corresponding
dynamic linking libraries (DLL) that are distributed within the
software package. So you can make all the operations that
allow HPC GUI software in your application. Various report-
ing information can be obtained by accessing relevant SQL
databases located on MN as a part of Microsoft HPC Server
2008. In addition to listed facilities the software package
provides a number of utilities that can be invoked from the
command line with arguments to perform some actions.

Microsoft Hyper-V API. The only API of VP Microsoft
Hyper-V is WMI. WMI technology is one of the corner-
stones Microsoft technologies for centralized management
and supervision of various components of a computer net-
work running Windows. This is the realization of manage-
ment model based on the Web (Web-Based Enterprise
Management, WBEM). In the context of WBEM Common
Information Model (CIM) was proposed, which represents
the structure of a computer system as a single scalable
object-oriented model that is supported in WMI.

Each resource managed through WMI, has correspond-
ing class. Each class has properties, methods and qualifiers.
Also every property and method can have its own qualifiers
too. Full path to the CIM class has the following structure:
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\\ComputerName\Namespace:ClassName.KeyProperty 1=V
alue1,KeyProperty2=Value2 ...

Where ComputerName — network name of computer (to
indicate the local computer you can use the "." symbol);
Namespace — namespace name; ClassName - class
name; KeyProperty1 = Value1, KeyProperty2 = Value2 ... —
list of object's key-value pairs "property = value".

When WMI event fires an instance of the class which
corresponds to this event is automatically created. External
events are represented by _ ExtrinsicEvent class, timer
events — _ TimerEvent class, and internal events -
__NamespaceOperationEvent, __ClassOperationEvent
and __InstanceOperationEvent classes. In order to create
an external event that event should be supported by ap-
propriate WMI provider.

Internal events allow monitoring state changes of
managed resources which are represented by particular
WMI class. Events related to managed resources has
corresponding classes that are inherited from the
__InstanceOperationEvent class. Those classes are
__InstanceCreationEvent, __InstanceModificationEvent
and __InstanceDeletionEvent that responsible for creat-
ing, changing and deleting an instance of class. For event

notification subscription a special type of query language
WAQL is used.

In addition to API it is possible to use command-line
utilities such as, for example, a utility to make VM desktop
connection — vmconnect.exe.

PN and VN OS API. In order to perform interaction with
PN and VN Microsoft Windows 2008 OS there are a num-
ber of interfaces and services, cooperation with which is
involved into modules of most of modern high-level pro-
gramming languages and tools. Services that are not im-
plemented as modules or dynamic libraries can be used
directly through the Windows API or WMI.

In addition to listed means for interaction with VN Mi-
crosoft Windows 2008 OS Hyper-V provides integration
components (IC), which support time synchronization, Vol-
ume Shadow Copy Service (VSS), shutting down guest
(VM) OS, key-value pairs exchange (is used to access
guest OS Registry), OS identification.

The architecture's block diagram is shown in Fig. 1.
Solid lines with arrows mark system components interac-
tion. Dotted lines indicate the interaction between elements
through appropriate interfaces, dotted lines with arrows
mark interaction inside components. Bold lines mark man-
agement infrastructure units developed in this paper.
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Fig. 1. The proposed architecture’s block diagram

According to the proposed concept CCVM based on the
computer class of Microsoft IT Academy in Information and
Computing Centre of Taras Shevchenko National University
of Kyiv was built. During development process a prototype of
CCVM MGUI that implements interaction with corresponding
components via interfaces, services and utilities above men-
tioned, was created. As a programming language C# had
been chosen, GUI had been created by means of Windows
Presentation Foundation (WPF) technology.

Summary. As a result of comparative analysis of mod-
ern computing technologies and software that was made
the urgency of dynamically reconfigurable architecture
creation problem were proved.

The proposed technique, based on modern virtualization
technologies, enables creation of dynamically reconfigurable
computing architecture that meets considerable amount of
requirements that software makes to computer system.

The developed computing system with dynamically re-
configurable architecture based on virtualization technolo-
gies proved its effectiveness and efficiency during its usage
in Taras Shevchenko National University of Kyiv.
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CAPACITANCE-VOLTAGE DEPENDENCES MODELLING
FOR S10,/SI-NCS/S10,/SI STRUCTURES

Modeling of capacitance-voltage characteristics for metal-dielectric-semiconductor contact with siicon nanoclusters layers in-
builded in isolator has been carried out. Physical model of structure, which can explain the negative differential capacitance appear-
ance have been created. Influence of the quantum states formed on the interfases of silicon clusters has been investigated.

Key words: silicon nanoclusters, negative differential capacitance, capacitance-voltage characteristic.

lpoeedeHo ModentoeaHHs eosibm-ghapadHuUX xapakmepucmuk Osi1 KOHmMakmy memar-diesieKmpuk-HanienpoeioHuk 3 eby-
doeaHuMu e dieslekKmpuk wapamu KpeMHieaux knacmepie. [To6ydoeaHo ¢hizu4yHy Modenb cmpykmypu, sika 00380JIsI€ MOSICHUMU
BUHUKHEHHs1 8 HUX HezamueHoi dugpepeHyianbHoli emHocmi. [ocnidxeHo ennue Ha yel eghekm KeaHMo8UX CMaHie, W0 8UHU-

Karomb Ha iHmepdghelicax KpeMHieaux Kracmepis.

Knroyoei cnoea: kpemHieei HaHOKIacmepu, HezamueHa AugpepeHyianibHa eMHicmb, 80sIbM-ghapadHa xapakmepucmuka.

Introduction. In recent years, investigation of silicon
nanoclusters (Si-NCs) properties, formed in SiO, using
different technological methods, causes increased scien-
tists attention because of the prospect of new nanoelec-
tronic devices creation based on them [1-3]. With the struc-
tures SiO/Si-NCs/SiO,/Si formed by methods of Si ion
implantation in dielectric [4], memory effects have been
successfully obtained and created light emitting diodes [5].
The literature describes the successful obtaining of the
same structures using thermal conversion methods of SiOx
layers enriched by silicon [6]. This technology has certain
advantages in terms of its compatibility with a standard
silicon technology, that's why the use of thermal methods
for creation of structures with silicon clusters in silicon ox-
ide are the most actual and promising in nowadays.

This work is devoted to capacitance-voltage character-
istics modeling of these structures and investigation of in-
fluence of nanoclusters and quantum states, which are
formed at their interfaces, on temperature dependences of
capacitance-voltage characteristics (CVC) for SiO,/Si-
NCs/SiO,/Si structure. These calculations were performed
for the constant AC test signal frequency.

Physical model. Capacitance-voltage characteristics
of structures, which contain nanoformations of another
material, have been deeply analyzed in the literature previ-
ously [9],[10],[11]. The specific feature of structure investi-
gated in this paper is that the silicon clusters in it sur-
rounded by silicon oxide from all sides, and their creation
during annealing and formation processes occurred simul-
taneously throughout the dielectric volume. Since nano-
clusters have had developed interface at Si-SiO, border,
the main influence on potential profile creation in dielectric,
surely, was caused by charge, accumulated most on their
interfaces. This fact was taken into account in physical
model using discrete silicon layers placement in silicon

oxide only at certain distances L; from the dielectric-

semiconductor border. This idealization was used only for
the discretization of the numerical calculations. To simplify
the calculations of potential profile in this structure it was
assumed that the spatial distribution of silicon clusters can
be represented as the delta functions. Besides, the statisti-
cal redistribution of nanocluster sizes was not considered
in these calculations. In addition, it should be noted, that
unlike the structures with quantum dots, which were built in
the semiconductor in which typically dopant was present, in
these structures additional charge, distributed in dielectric,
was not considered. Thus, the simulation was done in as-
sumption that the main influence on potential spatial distri-

bution in dielectric causing only by electric charge, which
was accumulated on quantum levels in dielectric.

The main objective, which was needed to be done to
solve the task, was obtaining of a universal dependence of
potential distribution from coordinates along the entire
structure for any quantity of silicon nanocluster layers
placed in dielectric.

In order to be able to calculate impact of one nano-
clusters layer, it is needed to write down Poisson's equa-
tion and add the appropriate boundary conditions:

a) potential is required to be equal to zero at space-
charge region (SCR) boundary in semiconductor;

0) electrical field is required to have a zero value at this

boundary.
Get the following equations system:

d’p  eNg, en,
—— = Q(x — Ly, )+ —E8(x L,
dX2 8180 ( SiOx ) 8280 ( CL )
ow)=0 (1)
de _
ax |[x =w

It can be seen from equations system (1) that, in the
right side of Poisson's equation, charge density consists of
two components: charge density of ionized impurity:

Noy 0(x — Lgioy ) 2

Pouk =~
€0

where is 0(x —Lg,,) — Heaviside function, which takes the
following values for investigated structure:

1,x>Lg,,
e(X_LSiOx):{O X<LSO }

Assume for definiteness that the semiconductor is n-
type, so the charge of ionized donor impurity is positive,
which is constant in semiconductor vol-
ume(homogeneously alloyed semiconductor). However it
should be noted that the impurity is not distributed in di-
electric. The second component is a density of charges,
which accumulate at states in the cluster. These states are
appeared due to dimensional quantization and lead to the
creation of spatial quantization and discrete spectre in the
cluster. The special fact is that all these states are localized
in space, that's charges can only exist in a given point in
space with some given energy, so the charge density in
clusters can be recorded by &-function:

— enCL

PcL = d(x-Lg), 4)
€€
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where is nc. — surface charges density in silicon clusters
and the Dirac delta-function has a dimension of 1/sm.
The solution of equations system (3) as follows:

_eN

—(x=w),x > Lgp,
€289
de = %(W Lo ) Loy <X <Lgpy ¢s (5)
dx €€
N,
ei(w —Lgo)——= L X <Ly
€& €80
N
Vv (x—w), x> Lgy,
28280
eN
(X = Lgioy )?SCV(W —Lgo )+
1€o
eN.,
+—L(X-w) + AL, <x<Lg,
o(X) = 26,5, ( ) e SiO; ©)
eN,
_ﬁ(w - LSiOx )(X - LS/’OX)
€€
N
+Z (Lo —w)+—L e (x—Lg)
€,€0 €89
+AQ, x <L

Thus, the potential distribution was obtained for struc-
tures with one silicon clusters layer embedded in dielectric.
The presence of silicon clusters layer leads to appearance

of a summand £t (x—Lg ) in a formula. It is the silicon

€489

clusters influence on potential distribution in the structure.
After a similar calculations for structures with 2, 3,
silicon clusters layers , it was noticed that the presence of
an additional silicon clusters layer at a certain distance
from the contact border leads to appearance of the same
summands for each layer. Therefore, as a result of this
calculation, the universal formula for n silicon clusters lay-
ers in dielectric was obtained:

Silicon clusters influence is determined by the presence

of summand Z tn (X — L ) in a formula (7). Knowing
m=1 €&

the exact number of silicon clusters layers located in the

dielectric, potential distribution for such structure can be

calculated.

—%(x—w)z,x > Lgo,
2,8,
Ny (Lsiox — w)? —(x - Lgion)x
28280
CV (W —Lgo, )+ Ag,Lg [ <X< Lsiox
P(x) =5 & (7)
eN eN,
26 ¢ & ( SiOx W)2 _?S(W_LSIOX)X
280 €0
(X LSIOX) Z CLm (X LCL )+
m=1 € 80
+AQ,Ly <x<Lg

It should be noted that this is only mathematical idealiza-
tion of potential distribution and this formula is only approxi-
mately describes the potential distribution in the structure.

Fig.1 depicts potential distribution for the structure with
the five silicon clusters layers located at equal distances
from each other.

V-=vgsin(wt)
0,3 eV

Fig.1. Potential distribution in the space charge region

Under high reverse biases applied to the contact, the
Fermi level E,would be located below the cluster energy
level E., . That is why states in clusters will be free of
charge, i.e. n, =0. During the reducing of reverse bias
applied to the contact, Fermi level E, will be approaching
to E,, , that will lead to filling up of additional states in clus-
ters, i.e. n, will be increasing in accordance with Fermi-
Dirac statistic:

1

nCLn (VCLN ) = NCL" - EC - eVC
L, L,
kT )

— effective concentration of silicon clusters for

. (8

E
1+ exp(—

where is NCL”
a certain layer embedded in a dielectric layer (it is consid-
ered for simplyfing, that at any one point can be only one
electron); V., —is a part of voltage attached to the structure,

that falls in the plane with n-th silicon clusters layer.
For the structure with two silicon clusters layers em-

bedded in dielectric, voltage potential at a distance L

from contact border was found. This value can be found
after substituting the x =L value in formula (7) for two

silicon clusters layers:

eN,
(P(LCLQ )= zv (Lsiox -w)y —— (W —Lgg, )%

€580 €€

cq _
. (Lo, —Ley,)-

GHCL

><(LCL2 SrOx LCLz LCLz )+
9)
+A@ = eNoy

eN,
(LSiOx - W)2 -— (W - LSiOx )(I-cL2 - LSiOx ) -
288, €€

., (Lo, —Le )+ A9

As it can be seen, the first clusters layer existence and
voltage changing on it, are affect voltage value in the plane
with the second silicon clusters layer.

To find the voltage value that falls exactly in the palne
of the clusters, it is necessary to find potential value at the

point x =L, under different applied biases. After this the

_eng,

difference of these potentials under V =0 and V #0can
be found, and this gives us necessary voltage value:

Ver, = 9" (Ler, )= 9" (L, ) (10)
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Let's find the voltage, which is falls on all SCR. At the
position x =0 for formula (7) in the case of two silicon
clusters layers, receive:

-0y +V = oNey (Liox —W)* (W —Lg, ) %
€,€0 €€y
, (11)
eng, .
*Lgion + LCL| Ly, +Ag
€0 1€0
$(0)=-D, +V (12)

In fact, during the capacitance-voltage characteristics
measurement, voltage V is set as parameter. So, making
the voltage V' as a parameter in (11), on which the width of
SCR is depends, the barrier capacity value C,, would be
obtained. It is caused by changes of charged impurity
amount in SCR (hereinafter — the volume barrier capacity):

€,€, (13)

Couk ==+
It should be also taken into account that in dependence
(11) appears n, , and according to (8) it depends on the SCR

widthw . So, finally to get the equation that implicitly defines
the dependence w = w(V'), we must substitute (8) in (12).

eN eN
-0y +V = > - (Lgion — w)? - —(w —Lgiox )Lsiox +
£,€, €&
eNg, 1
+ Le, + (14)
E.-E_, —¢eV
€489 14 exp( F ;LT CL )
eN, 1
2l +Ad
2 E.-E. —eV
€489 1+ exp(#)
2¢,€ 2¢
(W - LSiOx )2 - ,\7 . (_CDB + V) -2 (W - LSiOx )LSiOx +
eNgy &
282NCL1 1
Sl . (15)
E.-E., —eV
eNow 'y, oxp( 7o o)
2¢,N
4 8lNan, o - 1E . N 28,8, AD=0
&Ngy 1+ exp(—F - C:T_e % ) eNgy,

For the structure with n silicon clusters layers, depend-
ence (15) will be determined as follows:

2¢,8 2¢
(W - Lgo, P-=2=2 (@ +V)——2(W - Lgo, )Lgio +
cv €
L2858 Ab+ 2g, Zk: Nov, e, -0 (16)
eN,, &Ngy moi 1+ exp(EF —Ea, —eVa, )

kT

It is not possible to find an explicit dependence
w=w(V), in the general case analytically in elementary
functions, but the algorithms of numerical solution of equa-
tion (16) are relatively easy to implement. It should be
noted that the influence of additional charges (in silicon
clusters) on volume barrier capacity can only be achieved
at very high concentrations of silicon clusters, but it is im-
possible to explain NDC effect that experimentally ob-
served, because for this effect it must be two identical val-
ues of SCR w in (16) for different applied voltages V .

The analysis of the (16), (8), (9) shows that changing of
voltage applied to the contact will also leads to changing of
charge in silicon clusters n,, . This implies the existence of

additional capacity, which is caused by the possibility of

carriers capturing on the silicon clusters level, and which is
differ from the main barrier capacity of the structure (here-
inafter — the capacity caused by clusters). So, the mecha-
nism of charge changing in semiconductor volume makes it
possible to conclude that both capacities are connected in
parallel. So, in order to calculate the capacitance-voltage
characteristic of silicon diode structure with integrated Si —

SiOx matrix, it is need to add to capacity C,, another ca-

pacity C,,, , which is caused by silicon clusters presence in

dielectric and by definition of capacity will be equal to:
dng,
dv

The total capacity of contact:

C =Cpui +Coor - (18)

Simulation results. The theoretical curve of capaci-
tance-voltage dependence is represented in fig.2. It was
obtained by the structure modeling with a thickness of 210
nm for the dielectric and with 7 silicon clusters layers for
the bedding energy of quantum states equals to 0,4 eV.
This energy was expelled from the certain energy level
typical for the states in the grid of separate Si atoms inclu-
sions through which hopping charge transportation is oc-
curring through the entire structure.

C, =e

(17)

f=1kHz

460 - —-—173K
+—233K
+—293K
+—323K
-—373K

Fig.2. C-V-dependence theoretical series,
calculated for different temperatures

As a result of the CVC simulation the C-V dependences
have been calculated. All presented curves good qualita-
tively describe the appearance the area with negative dif-
ferential capacitance component caused by interface
states. It has been noted that this effect were essentially
depended on the concentration of the interface states be-
tween nanoclusters and dielectric.

As it can be seen, NDC effect most clearly observed in
the temperature range from 173 to 293 K. It is very impor-
tant those effect is already clearly seen even at room tem-
perature, and, hence, new semiconductor devices can be
created based on these structures and which will work in
normal environmental conditions.

Conclusion. On the basis of the calculations de-
scribed in this work, it have been shown that creation of
additional quantum states at the borders between silicon
nanoclusters in dielectric should leads to additional elec-
tric charge accumulation, coordinate distribution of which
depends essentially on external biases applied to the
structure. This way, particularly, can be made influence
on the part of capacitance-voltage characteristics, where
area with negative differential capacitance is appearing.
The paper also shows that this effect is significantly de-
pends on temperature.
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As time of quantum state refilling depends on test sig-
nal frequency, it can be predicted that capacitance-voltage
characteristics of such structures can significantly changes
if the frequency, at which differential capacity is measured,
also have changed. The frequency dependence calculation
of capacitance-voltage characteristics is a difficult self-
consistent task, the solution of which requires the use of
rather complicated numerical methods. However, knowing
the dependence of a structure capacity from external bias
for different test signal frequencies and temperatures, con-
centration and energy position of the quantum states can
be determined.
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RESOLUTION IMPROVEMENT
OF TIME-OF-FLIGHT LASER-IONIZATION MASS-SPECTROMETER

Cy4acHa mac-criekmpomempisi — 0OUH i3 Halibinbw Mo4yHuUx ma yymnueux memodie docidXeHHs1 cknady pe4yosuH. JlazepHo-
ioHi3auitina mac-cnekmpomempisi (JIIMC) He € HoeuM iHCMpPYyMeHMOM MNpPsIMO20 eJleMeHMHOo20 aHanisy. Ane ueli Memod mae
Odesiki nepeea2u 6 MOPi6HsIHHI 3 IHWUMU Mac-crleKmpoMempuyYyHUMU MemoodamMu aHanily 3pa3skie. 3okpema, JIIMC do3seosnisie
aHanizyeamu 6yOb-siki Knacu meepdux peyYyoeuH (MPoeiOHUKU, HaniernpoeiOHUKu, OiesleKMPUKU, MOPOWKU) ma CKIaodHi
KoMrineKcHi 3pa3ku (6ionoziyHi, 2eonozidHi 06'ekmu, rpyHmu). Lle "yucmuili Memod@" y nopieHsiHHI 3 iHWuMu ioHi3ayiliHumu me-
modamu. BukopucmaHrHsi JIIMC do3eonsie 30ilicHroeamu nowapoeuli aHaniz pe4yoeuH. Ljs po6oma npucesiyyembscs onucy no-
KpauwjeHHs1 po30inbHOi 30amHocmi 4acornpoJslimHo20 Jla3epHo-ioHi3ayiliHoeo Mac-cnekmpomempa. Pesynomamom npoeedeHoi
modepHi3ayii mac-cnekmpomempa 6ys10 icmomHe nokpauwjeHHs1 po30inbHoi 30amHocmi.

Knroyoei cnoea: mac-cnekmpomempisi, po30inibHa 30amHicmb, n1azepHe O)xepersio ioHie.

Modern mass-spectrometry is a one of the most thin and sensitive methods of the substance analysis. Laser-ionization mass-
spectrometry (LIMS) is not a new tool in direct-sampling elemental analysis. But this method has a few advantages in comparison
with other mass-spectrometry methods of the analysis of samples. For example, LIMS allows to analyze any class of solids (con-
ductors, semiconductors, dielectrics, powders) and complex samples (biological, geological objects and soils). It is the "clean"
method in comparison with other methods of ionization. Use of LIMS allows analyze samples layer-by-layer. This work is devoted
to description of resolution improvement time-of-flight laser-ionization mass-spectrometer. As a result of a fulfilled moderniza-
tion of the mass-spectrometer the resolution significantly was improved.

Key words: mass spectrometry, resolution, laser ion source.

Introduction. Research in nuclear physics, nuclear en-
gineering, nuclear energy and microelectronics, develop-
ment of technological processes of particularly pure sub-
stances needed in various areas of science and industry,
are impossible without application of universal, highly sen-
sitive methods of substances analysis.

Characteristics of materials being developed and used
nowadays [1] depend on the content of these impurities at

the level of less than 10*-10%%, therefore the basic re-

quirements for modern methods of substances analysis is
high relative and absolute sensitivity or low limits of detecting
the presence of elements, the possibility of registering a
wide range of elements as well as obtaining information
about the chemical composition of substances in a relatively
simple form, regardless of their physicochemical properties.
Modern mass spectrometry is one of the most subtle
and sensitive methods of substance analysis. Recent dec-
ades are characterized by enormous advances in ion op-
tics, electronics, vacuum technology, and application of
new and highly sensitive devices for registering ionic cur-
rents. All of that determined the present state of mass-
spectrometric method and its advanced position among a

number of physical methods of investigation and analysis
of substances [1].

The laser Time-of-Flight (T-o-F) mass spectrometry is
one of the direct methods of substances analysis. This
method has several advantages in comparison with others
[2]. These include: the possibility of analysing any class of
solids (conductors, semiconductors, dielectrics, powders),
no need for any consumables, possibility of local and layer-
by-layer analysis, the possibility of elemental analysis of
complex samples such as biological and geological ob-
jects. The disadvantage of this method is the presence in
the mass spectrum of ions with a multiple ionization. Re-
pulsion of the electric charges of a one sign may distort the
resulting spectrum.

The mass spectrometer that we work with, was built on
an out-of-date technological base, thus its components are
constantly subject to modernization due to lack of corre-
spondence to modern requirements and standards. The
configuration of the mass spectrometer included a signal
preamplifier whose frequency characteristics have a con-
siderable effect on the resolution of the device.

The aim of this work was just to replace the preampli-
fier. Under improvement of the frequency characteristics,
the mass spectrometer resolution is expected to increase,

© Horishny Ya., Kolesnyk O., Knurenko A., 2010
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which implies the possibility of more accurate registration
of the elemental composition of samples being investigated
with the mass spectrometer.

The main parameters of the mass spectrometer system
is its resolution and aperture [1]. The mass spectrometer
resolution is determined by its ability to separate ions with
different mass. This value is usually expressed in relative

units: Ry, =, where am=m,-m, is the minimum dif-
Am 1 2

ference between the masses of ions recorded separately;
m =%><(m1 +m,) is the average mass of ions. Generally,

the aperture is defined as the ratio of the number of ions
that reached the detecting device to the total number of
ions formed in the ion source. That is, actually, the mass
spectrometer system aperture is characterized by the
transmission coefficient of the ion beam through the ana-
lytic part of the mass spectrometer.

The simplest laser mass spectrometer is a linear Time-
of-Flight mass spectrometer where the ions move in a
straight line from the ion source to the detector (Fig.1). The
resolution of this device was low (Rm =~ 6). In this scheme it
can not be substantially increased because the laser ion
source has a sufficiently large spread in ion energies
(about 1000 eV ). When samples of different thickness are
exposed to laser irradiation, for a focal spot of small diame-
ter (about 1 micron) the energy dispersion of the ions
formed varies depending on the thickness of the irradiated
sample. Thus, when thin films [1] whose thickness is less
than 0,2 microns are processed, the energy spread is less
than 15eV, for those having a thickness of 0,2-0,5 mi-
crons — less than 50 eV, and for the thick monolithic sam-

ples it is equal to 1000 eV.

: is_ie!'v
I el
L4 L

Fig.1. Schematic picture of the linear Time-of-Flight mass
spectrometer with the laser ion source:
1 — laser with modulated Q factor;
2 - laser focusing system; 3 — investigated sample;
4 — accelerating electrode; 5 — drift space;
6 — decelerating electrode; 7 — electron multiplier

Experimental setup. The mass spectrometer is struc-
turally assembled in a metal chamber (fig.2). The camera is
pumped by means of a zeolite adsorption pump to the pre-

liminary dilution 102-10°mmHg and a magnetodischarg-
ing pump (NORD-100) to achieve a working vac-
uum (3-5)x10°mmHg. The value of working pressure is
stipulated by the free path of ions length, which must ex-
ceed the drift distance for the device (2m).

Fig.2. Schematic picture of the vacuum system
for a laser-ionization mass spectrometer: 1 — zeolite pump;
2 — magnetodischarging pump; 3, 4 — vacuum valves;
5 — thermocouple sensor; 6 — ionization sensor;
7 — thermocouple vacuum; 8 — ionization vacuum gauge;
9 — working camera; 10 — flange of laser beam input;
11 — sample; 12 - slanting crane; 13 — mass analyzer

In the Figure 3, a schematic picture of the laser-
ionization Time-of-Flight mass spectrometer is presented,
which allows obtaining information about the local elemen-
tal structure of any material. A neodymium laser is used as
a source of plasma(1). The laser operates on a modulated
Q-factor of the radiation pulse length 8 ns, which provides
0 Lg After

cm

passing the optical focusing system (2) the laser beam falls
on the target (3). A plasma clot formed in the sub-surface
target area, enters the monochromator (4), at the output of
which the packets of ions of different masses but with the
same energy are received. After passing the drift tube (5)
the ion packets arrive at the electron multipliers (6) of the
recording system, which enhance the signal. At the outlet
of the multiplier an amplifier (7) is connected, and then a
digital oscilloscope connected to a computer (8) records
the spectrum into the memory. The beginning of the digital
oscilloscope scan is synchronized by the emergence of
laser radiation through the impact on a special photocell.

the power density at the target of q=10°-10"

4

N

Fig. 3. Schematical picture of the Time-of-Flight mass
spectrometer: 1 — laser; 2 — lens; 3 — target; 4 — ion beam
trajectory in the monochromator; 5 — ion drift tube;

6 — electron multiplier; 7 — amplifier; 8 — registration system,
which consists of digital oscilloscope and computer
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Results and Discussion. The main object of the
mass-spectrometer modernization was a resolution im-
provement. To improve the resolution the previous signal
amplifier was changed. The transistor amplifier was taken
instead of the old tube amplifier (fig.4). After changing the
amplifier, in the result of the experimental tests spectrums
with significant resolution improvement were obtained. The
new amplifier allows to get much more precise information

about elemental structure of solid samples.

+150V
+6,3V
-6,3V
— corps

b

IS

Fig. 4. Schematic electrical circuit of the tube amplifier:
1- multiplier output; 2 — output to the oscilloscope

1 1

C 0o A
a [:|—<

input output
I Nt ! E K~20
L] [F 1A, IEJ I =1

(+12V)

Fig. 5. Schematic electrical circuit of the transistor amplifier

The presented preamplifier (fig.5) was mounted into the
mass spectrometer plant. After that the experimental Cu®
spectrums measurements were carried out.

The experimental Cu” spectrums measurement (fig. 3) in-
dicated the significant increase of mass-spectrometer resolu-
tion. For the comparison, the fig. 4 shows the Cu” spectrum
obtained with the old tube amplifier. The calculated value of
the mass-spectrometer resolution is Rm2 ~ 1071.
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Fig. 6. The Cu"’ spectrum obtained with the transistor amplifier

For comparison, the fig.7 shows the Cu® spectrum ob-
tained with the old tube amplifier. The calculated value of
the mass-spectrometer resolution is Rm1~ 57.
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Fig. 7. The Cu’ spectrum obtained with the tube amplifier

For the tube preamplifier there was calculated the value
Rm1~57. Resolution was calculated through the peak
width at the level of 20% of the maximum height of the
mass spectrometric peak.

The new spectrum illustrates that the masses of Cues
and Cues are well separated. At the 64" mass position a
distinct failure is observed.

The new spectrum provided the possibility to see the
spectrum growth and decline and observe different dura-
tion of the rising and descending edges. It can be ex-
plained the following way: emergence of plasma during
evaporation happens very quickly, within the time of the
laser pulse, and decline (dragged descending edge) is as-
sociated with scattering of plasma, which lasts much longer
than emergence of a plasma clot [5]. In addition, we can
see pulsations of received ions associated with fluctuations
of the plasma clot.

These pulsations complicate decoding the spectrum. For
large masses (A >150) the plasma frequency is commen-

surate with the frequency of receiving different masses,
which does not let separate the isotopes of large masses
accurately, thus one must change the frequency of plasma
oscillations or arrival time of ions of large masses. For this
purpose it is necessary to conduct additional research.

The resolution of T-o-F mass-spectrometer was im-
proved by constructing a new transistor amplifier. Compar-
ing the spectra obtained before and after changing the am-
plifier an estimation of the improved resolution Rm was
made. The old tube amplifier had the resolution Rm1~ 57,

while after changing the amplifier the new value became
Rm2 ~1071. Therefore, the improved resolution of the
mass-spectrometer was almost 19 times higher.

Replacement of the amplifier allows observing the
movement of ion flows arising from fluctuations of a plasma
clot. This raises the need for further work on studying of
laser plasma in order to overcome this problem.

Conclusions. The resoluton of T-o-F mass-
spectrometer was improved by constructing a new transistor
amplifier. Comparing the spectra obtained before and after
changing the amplifier an estimation of the improved resolu-
tion Rm was made. The old tube amplifier had the resolution
Rm1~57. After changing the amplifier the new value be-
came Rm2 ~1071. Therefore, the improved resolution of the
mass-spectrometer was almost 19 times higher.

After changing the amplifier, there appeared the possi-
bility to observe the physics of the plasma generation and
scattering processes in more details, since the better fre-
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quency characteristics of the new amplifier on the pano-
ramic spectra allow seeing clear ions pulsations which ap-
pear through the plasma clot oscillation and fronts of the
increasing and decreasing of the mass-spectrometer peak.

1. Bykovsky Yu.A., Nevolin V.N. Laser mass-spectrometry. — M.: Ener-
goatompublish., 1985. — 128 p. 2. Sysoev Alexander A. and Sysoev Alexey A..
Can laser-ionisation time-of-flight mass spectrometry be a promising alter-
native to laser ablation / inductively coupled plasma mass spectrometry and
glow discharge mass spectrometry for the elemental analysis of solids?

/I Eur. J. Mass Spectrometry. — 2002, Ne 8. — P.213-232.
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ENHANCEMENT OF THE ELECTROMAGNETO-OPTICAL EFFECT
IN LEAD ZIRCONATE TITANATE/YTTRIUM IRON GARNET COMPOSITE STRUCTURE
ON TRANSVERSE MAGNETIC FIELD

The electromagneto-optical effect as a magneto-electric response for lead zirconate titanate/yttrium iron garnet structure by
applying an external longitudinal electric field and transverse magnetic field were registered by using optical polarimetry method.
The electromagneto-optical characterization was carried out as a function of the variable electric field and static magnetic field.
The investigated effect for such structure went up by a factor approximately of five than for separate yttrium iron garnet in such
geometry of experiment.

Keywords: electromagneto-optical effect, electric field, magnetic field, optical polarimetry method.

EnekmpomazHimoonmu4Hulli echekm siKk Ma2Himoesnekmpu4Huli eid2yk Onsi cmpykmypu, sika ckrnadaembcsi 3 YUPKOHamy
mumaHamy ceuHyto/3anizoimmpiceo2o 2paHamy, W0 po3Miujyeanachb 8 308HiWHIX M083006KHLOMY eJIeKmpPU4YHOMY ma rore-
peyYyHoMmy MazHimHoMy nosnsix 6ye 3apeecmpoeaHull 3 UKOPUCMaHHsIM Memody onmuY4Hoi nonsipumempii. EnekmpomaaHimoo-
nmuyHuli napamemp eumiproeaecsi siKk yHKUisi 3MiHHO20 eJIeKmpUYHO20 MoJIi ma cmamu4yHoO20 Ma2HimHo20 nosnsi. [Jocnioxy-
eaHull egpekm 01l eka3aHOI cmpyKkmypu 3pic npubsIu3Ho e N'simb pa3sie y NopieHsIHHI 3 eesTUMUHOK eghekmy Onsi 3anizoimmpie-

8020 epaHamy e nodi6Hili 2eomempii ekcriepumeHmy.

Knroyoei crnoea: enekmpomazHimoonmu4yHull egpekm, efiekmpuyHe rosie, Ma2HimHe roJsie, onmuyYyHa rnoJsisspumempisi.

The magneto-electric (ME) effect (MEE) consists in in-
duction of a magnetization by an electric field or polarization
by a magnetic field and expresses the link between mag-
netic and electric properties in materials. Landau and Lifshitz
showed that a linear MEE can occur in magnetically ordered
crystals and later Dzyaloshinskii predicted the existence of
the MEE in Cr.O3 crystals on the basis of theoretical analysis
[3]. Astrov showed experimentally ME effect by measuring
the electric field-induced magnetization and Rado measured
the magnetic field-induced polarization [1; 10]. In the latter
decades, the MEE (first ordered and higher ordered) has
been found in numerous materials. An enormous interest in
ME phenomena is observed because some magneto-
electrics and composite structures exhibit MEE which ex-
ceeds previous effects by many orders of magnitude [4].

The existence of a connection between the magnetic
and electric parameters of a substance demands a study of
all the possible mechanisms of influence an electric field
has on the magnetic characteristics of such substances.
The recent interest in ME materials is stimulated by their
significant technological potential. A prominent example is
the control of the ferromagnetic state by an electric field.
This phenomenon could yield entirely new device con-
cepts, such as electric field-controlled magnetic data stor-
age. In a broader vision, ME effects include not only the
coupling between the electric and magnetic polarizations,
but also related phenomena such as an electrically-
controlled exchange bias, and magnetocrystalline anisot-
ropy, and the effect of ferroelectricity on spin transport.
Among materials for such studying in which MEE induced
by the electric or by the magnetic field were observed ex-
perimentally there are yttrium iron garnets (YIG) and com-
posite structures based on YIG. Mercier measured this
effect with the ac method and analysed the relation be-
tween the signal and the magnetization process on the
electric field dependence of the cubic magnetic anisotropy
constant. They did not observed the first order effect,
probably because they did not apply E field during cooling.
Recently, the first order MEE was observed below 125 K,
in a crystal synthesized by the floating zone melting
method, when the E field is applied during cooling. This is
suggestion, that there is a phase transition at around
125 K. The relation between these two MEE with different

order, however, has not been examined. However, this
material showed the ME interaction of small value, insuffi-
cient for practical application.

In Ref. 6 the authors proposed a new direction in the
development of ME materials — creation of composite
structures i.e., magnetostrictive-piezoelectric layered struc-
tures. The idea of synthesizing a composites displaying a
ME effect was first formulated by Tellegen, that is, more
than a decade before the first observation of intrinsic ME
behaviour in a single-phase compound [4]. A suspension of
macroscopic particles that carry both electric and magnetic
dipole moments was suggested, an idea that, however,
proved impossible to realize because of a matter of princi-
ple. Later, have been grown up the first artificial ME mate-
rials by combining ferroelectric piezoelectric BaTiOs and
ferromagnetic piezomagnetic CoFeQO4 in an eutectic com-
posite by unidirectional solidification [4]. The advantages of
composite structures — the physical properties of a com-
posite are determined by the properties of the constituents
as well as by the interaction between them. That helps to
accomplish higher value of MEE compared to single phase
materials. In some early experiments on composite struc-
tures the ME response exceeds the largest values ob-
served on single-phase compounds by more than an order
of magnitude. These results can be interesting for applied
possibilities. Apparently the composite MEE is a mighty
addition to the class of ME coupling phenomena. Many
new parameters which can be tuned in order to optimize
the ME response (such as the stoichiometry and micro-
structure of the composite) are at hand [4]. Composites of
interest in the past were bulk samples of NiFe2O4 (NFO) or
CoFe204 (CFO) with BaTiO3z (BTO) and are generally syn-
thesized by sintering the ferrite and BaTiO3 powders [5].

Other big group of interesting composites is the multi-
layered nanostrustures — layered compositions (a thin
films, a foil, a covering). These multicomponent structures
consisting from alternating nanolayers from various materi-
als, with thickness of layers less than 100 nanometers and
quantity of layers to several thousand. As components of
layers, in such systems, the wide range of materials can be
used: metals and alloys, semi-conductor materials, and
others. Because of features of a structure: an ultra-small
thickness of the layers, possibilities of dense interface of

© Koronovskyy V., 2010
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layers from various materials, a considerable quantity of
layers, these nano-laminates are a unique class of materi-
als which combine qualities of layered systems and specific
properties of nano-objects. Because of it, many types of
multilayered nano-structures show unique ME, mechanical,
heat-physical, etc. properties and they represent interest
for various practical application.

Thus, two basic mechanisms for the MEE have been
established: (1) in single-phase ME materials electric field
displaces ions from equilibrium positions which changes
the magnetostatic and exchange interactions affecting the
magnetization; (2) in ME composites, piezoelectric strain in
the ferroelectric constituent of the multiferroic heterostruc-
ture induces changes in the magnetic properties of the
ferromagnetic constituent due to magnetostriction.

In this paper we report the results of using optical
methods for experimental investigations of ME properties in
the mechanically connected structure with combining mag-
netostrictive and piezoelectric compounds. Apparently the
investigated two-phase structure is a essential addition to
the class of ME materials and author consider magneto-
electric effect in an optical range as a new degree of free-
dom in designing ME devices.

The optical polarimetry method is one of the methods
for investigation of the magneto-electric effects. This
method deals with the registration of the changes of light
polarization plane Faraday rotation under action of external
electric field applied to the sample. This method allows to
register and to visualise the optical phenomena in the ma-
terials, induced by electric and (or) magnetic fields. The
appearance of such changes (under action of E-field) has
been termed the electromagneto-optical effect (EMOE) [9].

Ours experimental setup consists of a high-sensitive la-
ser polarimeter, described in [8]. The heart of the method is
the registration of the electric-field-induced changes of the

magneto-optical rotation (0., ) in investigated structure.

The investigated structure was fabricated with stuck to-
gether YIG film (magnetostriction phase) and lead zircon-
ate titanate (PZT) (piezoelectric phase). The theory pre-
dicts giant magneto-electric interactions in ferrite-PZT bi-
layers at frequencies corresponding to electromechanical
resonance. A thin layer of an epoxy was used to bond
magnetic phase to piezoelectric (a thickness of epoxy is
considered very small). YIG film was deposited on the gal-
lium gadolinium garnet substrates with a thickness of about

600 um. Thickness of the film was 4 pm range. The in-

vestigated sample was placed between the optically trans-
parent electrodes which were used to apply the external
electric field. A variable voltage, with the frequency
®=1000 Hz and static magnetic field could be applied to
the composite structure. We proposed the model where
electric field is applied to all structure, and not just for pie-
zoelectric phase, as in similar experiments. It is an impor-
tant moment because the EMOE was registered by us ear-
lier in YIG films [7; 8], and in this case there is a searching
of "amplifier" of EMOE in YIG films. A He-Ne laser with
A=0,63um was used in our experiments. The meas-

urements have been fulfilled on small areas of sample (a
He-Ne laser probing @ < 2 mm ). Experiments were carried
out at room temperature in geometry H _L K (in transverse
magnetic field) and E ||k (in longitudinal electric field),
where H — static magnetic field, E — variable electric field
and k is a light wave vector.

Composite material on the basis of YIG film and lead
zirconate titanate is a perspective way for decision of the
serious problem: though YIG (single crystals and films) is
one of the ME materials, nevertheless the small magnitude

of the induced magnetization or polarization in YIG (for
room temperature) is not sufficient for their wide technical
applications. The amplitude of ME interaction for the com-
posite is higher than for the separate compounds. Such
structure possess all properties of piezoelectric and ferrite
materials and, besides, ME properties [2].

Typical magnetic-field dependence of EMOE (the

EMOE parametre o.,,, as a function of the static magnetic
field when H L k) for investigated structure (YIG film/PZT

plate) is presented in Fig. 1. The EMO effect is registered
on the basic frequency of external electric field.
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Fig. 1. The H-field dependence of the EMOE for composite
structure measured in the transverse magnetic field

In Fig.2 typical E-field dependences of o, (the
EMOE as a function of the variable electric field
when E || k) are shown for fixed values of magnetic field:
H1=0 Oe, H,=40 Oe, H3=75 Oe and H4=90 Oe. A linear
dependence of the o, shift on the electric field is evi-

dent from Fig. 2.

Comparing the presented dependences in Fig. 1 and
Fig. 2 with results of the researches of EMO effect received
earlier by us for YIG films in similar geometry of experi-
ment, when H L k (in transverse magnetic field) it is nec-
essary to note basic differences in results:

1) The EMOE registered on the basic frequency of
electric field.

2) The EMO effect in this investigated two-phase struc-
ture is registered by us also in absence of an external static
magnetic field.

3) The EMO effect in maximum for YIG/ PZT structure
is a factor approximately of five higher than for YIG films
that registered in transverse magnetic field earlier [8].

The fact of registration of the EMOE for investigated
structure at H=0 is an acknowledgement for our assump-
tion about enhance properties of the PZT phase of the
composite ME structure for EMO signal. It becomes clear
from comparison the H-field or E-field dependences of the
EMOE for YIG films and YIG/PZT structure. The EMOE
was not registered by us earlier at H=0 for YIG at probing
multidomain areas of the films [7;8].

In Fig.3 typical E-field dependences of a,,, (EMOE as

a function of the electric field whenE || k) are shown for

fixed values of static magnetic field (H1=0 Oe, H,=80 Oe
and H3=110 Oe) in geometry  of  experi-

ments: ZkH ~100° . 1t is possible to see from Fig. 3 that
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magnetic field H concerning the direction of a normal vec- QA L yodre sec
tor n to the sample (n || k). l.e. anisotropic properties of 60
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Fig. 2. The electric-field dependence of 0.,,, measured
in the transverse magnetic field

If to analyse presented on Figures 1-3 experimental re-
sults for PZT/YIG composite structure, we can to note fol-
lowing. In the composite structure (that already cannot be
considered as a homogeneous material) consisting from
mechanically stuck together piezoelectric and magne-
tostriction materials (PZT plate/YIG film), occurrence of the
EMOE is connected with EMOE in YIG film and with result
of mechanical interaction of ferrite and piezoelectric sub-
systems (when all investigated sample was placed be-
tween the electrodes, it is important). Displaying of the
EMOE in epitaxial YIG films is caused by change in them
magnetic anisotropy under the influence of electric field —
the external electric field gives rise to small changes of the
domain-wall positions (or their widths) in the YIG films [8].
In an applied electric field occurs deformation of piezoelec-
tric phase because of piezoelectric effect. The deformation
is transferred to the ferrite layer which is mechanically con-
nected with piezoelectric phase and result in a changed
magnetic condition (magnetic field) of ferrite because of
piezomagnetic effect. Our technique is registering the "ef-

fective" EMOE parameter o, as a total result of these

two effects: the EMOE in the YIG film as result of changing
of the magnetic anisotropy and the EMOE due to mechani-
cal conjugation of YIG and PZT components. Thus, we
experimentally shown that PZT plate/YIG film structure
possess the effective electromagneto-optical effect which is
as "product” of two effects (or two components of total ef-
fect): EMOE in single magnetic phase (YIG film) and
EMOE due to magnetostriction/piezoeffect.

Fig. 3. The electric-field dependence of 0.,,, measured

in the transverse geometry when Z/kH ~ 100°

Thus, the a,,, parameter as a ME response for YIG

film by applying an external electrical field to both PZT and
YIG phases was registered for PZT/YIG composite struc-
ture in transverse geometry of experiment (in transverse
magnetic field). Registered by us EMOE is first ordered in
the electric field. The piezoelectric phase (PZT plate) in
given structure carries out the enhance function for EMOE
already induced by electric field in a YIG film. The EMOE

value (a,,, ) for PZT plate/YIG film structure is a factor

approximately of five higher than for YIG films (second
ordered in the electric field EMOE) that registered by us
earlier in transverse magnetic field and at room tempera-
ture. The coupling between ferrimagnetic (or ferromag-
netic) and piezoelectric phases (and corresponding pa-
rameters) in thin-film composites (or heterostructures) is an
exciting new frontier in nano-scale science. The underlying
physical phenomenon controlling properties of such mate-
rials is the MEE.
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DISTANCE LEARNING COURSES FOR INFORMATION AND MEASURING ENGINEERING

Po3kpumo nousmms "JucmaHyilHoi oceimu” sik ¢popMu Hag4YaHHs, Npu sIKili cmydeHm ma euknaday € ¢hizuyHo eiddaneHu-
Mu, a ix cninkyeaHHsi ei0byeaembcsi 3a JONMoMoz20r0 iHghopMayiliHo-KoMyHikayiliHux mexHonogil. Po3ansHymo ducmaHuyitiHi
Kypcu "BumiprosanbHi nepemeoproeadyi”, "Memodu ma 3acobu eumiproeaHb”, po3pobneHi 8 HayioHanbHOMY MexHiYHOMY YHi-
eepcumemi YkpaiHu, ma eipmyanbHi nabopamopii, cmeopeHi 3a Adonomozor cepedosuwia LabVIEW komnanii National
Instruments.

Knroqoei cnoea: HagyanbHuli ducmaHyiliHull Kypc, ducmanyiliHa oceima, eumiprosanbHull nepemeoprosay, ceHcop, 8ipmy-
anbHUl iHCmpymeHm.

The term "Distance learning” as a form of education process where, in fact, the student and the teacher are geographically

separated via information-communication technology, is shown. The distance learning courses "Measuring converters"”, "Meas-
uring methods and facilities”, which were developed in the National Technical University of Ukraine, as well as virtual laborato-

ries created with National Instruments' software LabVIEW, are considered in this article.
Keywords: distance learning course, distance education, measuring converter, sensor, virtual instrument.

Introduction. Engineering education consists of lec-
tures, laboratory exercises, practical trainings, earning
skills among with fundamental knowledge. All these as-
pects make engineering study more complex than studying
economy, law or foreign languages, which in turn de-
creases interrest for these studying areas.

The creation of a new virtual technology in education us-
ing computer systems and methods of artificial intelligence is
the powerful mean of modernization of engineering educa-
tion process to the adequate requirements of today.

Distance learning has been recognized as one of the
most successful and effective present-day forms of the
countinuous professional education worldwide. It consists
in receiving the educational services by learners through
communication channels (E-mail, telecommunication
lines, Internet).

A learner does not interrupt his/her practical activities,
however, interacts with a teacher (mentor) on a regular
basis via the selected communication channels: a learner
is provided with literature, comments, recommendations,
answers to the questions, responses to tests and labora-
tory works.

Types of distance education courses. Types fall into
six major categories:

¢ Correspondence conducted through regular mail;

¢ Internet conducted either synchronously or asyn-
chronously;

e Telecourse/Broadcast, in which content is delivered
via radio or television;

e CD-ROM, in which the student interacts with com-
puter content stored on a CD-ROM,;

¢ PocketPC/Mobile Learning where the student ac-
cesses course content stored on a mobile device or
through a wireless server;

¢ Integrated distance learning, the integration of live,
in-group instruction or interaction with a distance learning
curriculum.

Distance learning has traversed four to five "genera-
tions" of technology in its history [5]. These are print, au-
dio/video broadcasting or teleconferencing, computer aided
instruction, e-learning/online-learning, computer broadcast-
ing/ webcasting etc. Yet the radio remains a very viable
form, especially in the developing nations, because of its
reach. The increasing popularity of mp3 players, PDAs and
Smart Phone has provided an additional medium for the
distribution of distance education (DE) content, and some
professors now allow students to listen or even watch video
of a course as a Podcast.

Distance learning in the National Technical Univer-
sity of Ukraine. From a great number of Ukrainian institutes
of higher education one can mark out five nation-wide foun-
dations, which occupy themselves with searches for unity of

theoretical and practical aspects of DE. Ukrainian Distance
Education Center (UDEC) of the National Technical Univer-
sity "KPI" (http://udec.ntu-kpi.kiev.ua) is among them.

UDEC was created on the 7th of June 2000 by the spe-
cial order of Ministry of education and science of Ukraine
as a structural subdivision of the National Technical Uni-
versity of Ukraine. It contains the following departments:

¢ department of informational technologies and techni-
cal provision;

¢ department of distance learning technologies;

¢ department of training-methodological provision;

¢ department of normative-legal provision;

¢ department of marketing and international projects.

UDEC provides:

o development of the concept of DE in Ukraine;

e working out of the juridical and legal basis for DE in
Ukraine;

¢ development of the methodological basis for DE in
Ukraine;

e development of distance courses on the basis of
modern computer technologies;

¢ coordination of Ukrainian educational establishments
in the field of DE;

e training, retraining and certification of specialists us-
ing modern computer systems of DE.

UDEC is equipped with a client-server computer sys-
tem based on the double-processor servers with the opera-
tion Linux systems. It supports the modern international
client-server systems of distace training on the basis of
Lotus Notes Domino and Learning Space or on the basis
Moodle software. Moodle can be installed on any computer
that can run PHP, and can support an SQL type database
(for example MySQL). It can be run on Windows and Mac
operating systems and many flavors of linux (for example
Red Hat or Debian GNU).

UDEC carries out DE using the technical potential of
URAN (Ukrainian Research and Academic Network) and
provides technical Internet and Intranet channels of access
to Ukrainian educational and research organizations.

About distance learning course "Measuring convert-
ers". Presently, a measuring technique allows us to control
about of two hundred different physical quantities. The most
of them can be transformed in an electrical signal, which is
comfortable for the exact measuring, transmission, amplifica-
tion and mathematical treatment. Such kinds of measuring
are performed by using measuring converters (sensors) de-
veloped on a basis of certain physical principle (piezoelec-
tric, inductive, magnetoelastic, capacitive, etc.).

The distance learning course "Measuring converters" is
executed within the framework of the Government Research
Program "Information and communication technologies in
education and science during 2006-2010 years" (Project

© Morozova M., 2010
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"Creation attesting courses' bank for distance education" and
Pilot Project "Distance learning for bachelors, direction "Me-
trology and information measuring technologies").

The educational course "Measuring converters" was
developed for study of construction principles, basic de-
scriptions and application of main connection circuits with
sensors of non-electrical quantities.

The following tasks were incorporated in the course:

o study of basic concepts and characteristics in area of
measuring converters;

¢ study of basic methods and facilities for output intelli-
gence signals;

e mastering the physical phenomena which are used
for construction of measuring converters;

¢ obtaining skills of work with a measuring technique;

¢ getting experience on developing measuring converters.

Target audience consists of students of specialities
"Metrology and measuring technique" and "Information
and measuring systems", students of the technical speci-
alities, related to measurings, specialists in area of meas-
uring converters, specialists of other directions, related to
development and use of facilities for measuring tech-
nique, intellectual measuring facilities, monitoring sys-
tems, technic diagnostics.

Program of discipline "Measuring converters" is related
to the preliminary study of following disciplines: "Higher
mathematics", "Physics", "Metrology", "General electrical
engineering”, "Probability and Statistics", "Theory of elec-
trical signals and circuits", "Materials".

The course "Measuring converters" includes lectures,
laboratory and practical trainings, calculation-graphic setup
and results in semester paper (see fig. 1). Theoretical material
of lectures is logically separated on three parts: introduction
(consists of 7 lectures), basic level (consists of 13 lectures)
and advanced level (consists of 10 lectures). It provides
knowledge from primary to advanced problems on the disci-
pline "Measuring converters". Advanced level of the course is
counted on independent work of students with material.

Lectures [[Laboratory|| Practical || Semester Calt::la;;gn-
trainings || trainings paper gsefup

*

Course content

¥ h Y

Control
works

Yo,
—

Testing

Dictionary
of terms and References Library
definitions

Fig. 1. Course content

Lectures are organized in ten interlinked modules:

Module 1. Introduction. Course content. Basic concepts
and determinations.

Module 2. Basic descriptions of measuring converters.

Module 3. Methods and facilities for forming of output
intelligence signals.

Module 4. Resistive measuring converters.

Module 5. Capacitive measuring converters. Transduc-
ers of charge.

Module 6. Thermocouples. Photo-electrical sensors.
Electrochemical sensors.

Module 7. Electromagnetical measuring converters.

Module 8. Technology fundamentals.

Module 9. Front-rank technologies for measuring con-
verters.

Module 10. Methods and facilities for measuring of non-
electrical quantities.

Laboratory trainings are performed by virtual facilities
(or virtual instruments) for measuring technique. Virtual
instrument (V1) is a program in graphical programming lan-
guage G. It models the appearance and function of a
physical instrument [6].

VI consists of two LabVIEW windows: front panel (con-
taining controls and indicators) and fragment of block dia-
gram (containing terminals, connections and graphical
code). The front panel is the user interface of the virtual in-
strument. It consists of controls and indicators, which are the
interactive input and output terminals of the VI, respectively.
Controls are knobs, push buttons, dials, and other input de-
vices. Indicators are graphs, LEDs, and other displays.

Controls simulate instrument input devices and supply
data to the block diagram of the VI. Indicators simulate
instrument output devices and display data the block dia-
gram acquires or generates.

The code is built using graphical representations of
functions to control the front panel objects. The block dia-
gram contains this graphical source code. Front panel ob-
jects appear as terminals on the block diagram. Addition-
ally, the block diagram contains functions and structures
from built-in LabVIEW VI libraries. Wires connect each of
the nodes on the block diagram, including control and indi-
cator terminals, functions, and structures.

From the aspect of distance learning, the most impor-
tant issue of virtual instruments is the fact that they can be
used to simulate physical phenomena — to generate signal
that appears as it would appear if it had been acquired by
real transducers. The same software is being used for real
and virtual phenomena. That way virtual instrument be-
comes the part of virtual laboratory.

Laboratory trainings consist of 15 virtual laboratory setup.
Themes of some laboratory trainings are presented below:
Strain Gage sensors;

Measuring temperature with an RTD or thermistors;
Capacitive measuring converters;

Sensors for measuring acceleration;

Ultrasonic sensors;

Sensors for measuring pressure;

Thermocouples;

¢ Photo-electrical measuring converters.

The theoretical and practical studies are checked by
testing and control works, which allow us to do verification
after learning process is done. Practical trainings and se-
mester paper are final parts of study process. They in-
tended for resuming of theoretical knowledge, obtaining the
skills for calculation elements of measuring converters,
developing and calculations of connection circuits for
measuring devices. Calculation-graphic setup allows us to
resume the practical skills.

Themes of some practical trainings are resulted below:

e Thermocouples;

¢ Piezoelectrical measuring converters;

e Sensor for measuring deformation.

We also developed Dictionary of terms and definitions
and have recommended references (see fig. 1).

A virtual laboratory for course "Measuring methods
and facilities". Also, a virtual laboratory was developed for
course "Measuring methods and facilities".

Virtual computer educational laboratories allow to circu-
late knowledge, experience and pedagogical ability of lec-
turer; carry out the continuous control under process of
knowledge acquisition and, partly smooth out the sharp-
ness of problems in logistical support of educational proc-
ess just for now. New measuring technologies should be
referenced to new technologies of teaching.
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In general, a virtual educational laboratory includes
theoretical module (electronic textbook or manual), module
of laboratory practical work and module for quality verifica-
tion of trainee's knowledge and their abilities. The other
module that may be additionally implemented is electronic
book of problems.

Electronic textbook provides necessary theoretical and
methodical background for the self-dependent study of theo-
retical course. Laboratory practical work supplies with a
training of practical abilities adequate to the professional
requirements in selected specialization. In this training stu-
dent has to operate with the model of the real objects and
independently control the object under study for taking the
required characteristics. The main purpose of the electronic
block of knowledge verification is provision of the automated
routine of knowledge testing that propose for student to es-
timate objectively the attained level of object after their study.

The instrumental environment LabVIEW satisfies the
indicated principles for creation of virtual laboratory practi-
cal work. Their "virtual instruments" are able to work with
the real objects and their mathematical models. The great
importance for student training in technical education is
given to laboratory works for study of characteristics of
radio engineering objects. The creation of special work
place for practical education requires good equipment and
financial resources for their support. However, the idea of
development their virtual analogue with using of LabVIEW
becomes quite obvious and efficient for today. In a virtual
laboratory external control instruments and control panel
are visually represented adequately to their real analogue
where different modes of operation are investigated by
simulation or mathematical models.

Fig. 2 shows structure of virtual laboratory.

Initial
parameters
for harmonic
signal

Measuring Indication
metrological -| and
characteristics visualization

Initial

parameters

for noise

I

Input parameters

Control module

Fig. 2. Structure of virtual laboratory

A virtual laboratory was designed for study of measur-
ing methods and structures of measuring facilities for their
realization. It allows for student to form their metrological
approach being based on master concepts of metrology,
features of error analysis and initial descriptions of facili-
ties for measuring technique. Fields of knowledge that
forms the background are metrology, measuring facilities
in radio engineering, theory of measuring errors, experi-
mental informatics.

Every laboratory work is presented by theoretical ba-
sics and program executable that simulates work of labora-
tory stand. The theoretical basics contain background
notes, schedule of work, methodical instructions for their
implementation, requirements for report writing on work
and control questions for self-examination.

The program of laboratory work contains list of experi-
ments which are to be realized under studied object, char-
acteristics which are to be taken on research object and

values which are to be founded by processing of "experi-
mental" data and then presented in a report.

Within the framework of virtual laboratory the following
devices are developed through LabVIEW components:
functional generator, oscillograph, measuring device of
signal characteristic and spectrum analyzer based on de-
composition of signal in the Fourier series.

Student should set up the values of initial parameters for
harmonic signal (sample rate, number of samples, fre-
quency, amplitude and initial phase of signals) and noise for
determination of set metrological characteristics. The main
measured metrological characteristics are the following: am-
plitude-frequency characteristic, phase-frequency character-
istic, measuring errors of amplitude and signal phases. They
are calculated per results of measuring for informative pa-
rameters of harmonic signal, i.e. amplitude and phase.

The user interface' description to laboratory work "Am-
plitude measuring for harmonic signal, using discrete Fou-
rier transform"” is resulted below. Task of laboratory work:

e amplitude measuring for harmonic signal;

¢ error's estimation at amplitude measuring, caused by
time measuring limitation, absence of signal's synchroniza-
tion, influence of initial phases of signals;

¢ estimation of amplitude correction's efficiency. Ampli-
tude correction is calculated from formula:

~ X
Uy=0mm——
sinx
Z g .
where x=n ; Z=""" Guax = 9mm — Maximal sam-
1+7Z 9o

ple; g,, —neighbouring sample.

On an oscillogram the amplitude spectrums of har-
monic signals are represented.

The user interface' description to laboratory work
"Measuring of phases' difference for harmonic signal, using
discrete Fourier transform" is resulted below. Task of labo-
ratory work:

e measuring of phases' difference for harmonic signals;

e error's estimation for phases' difference, caused by
time measuring limitation, absence of signal's synchroniza-
tion, influence of initial phases of signals.

In a window of oscillogram the graphic dependence of
measuring error for phases' difference of harmonic signals
from number of periods, is represented.

Task of laboratory work "Amplitude measuring for har-
monic signal with Gaussian noise, using discrete Fourier
transform™:

e amplitude measuring for harmonic signal with Gaus-
sian noise;

¢ estimation of signal-to-noise ratio;

¢ estimation of measuring time for filtration coefficient;

e calculation of parameters for amplitude spectrum.

The signal-to-noise ratio (dB) for two harmonic signals
is calculated from formula:

U2 *N
A=10*Ig|| =2 — || /2,
26é

where U — amplitude peak in the spectrum of signals

sign.garm
x(t) and y(t) on fundamental frequency; N — number of

2_

samples; o; — dispersion of noise.

Task of laboratory work "Measuring of phases' differ-
ence for harmonic signal with Gaussian noise, using dis-
crete Fourier transform™:

e measuring of phases' difference for harmonic signals
with Gaussian noise;

¢ estimation of signal-to-noise ratio;
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e error's estimation for phases' difference;

¢ estimation of measuring time for filtration coefficient.

Metrological characteristics settle accounts with the use
of discrete Fourier transform and algorithms of correction
for measuring errors. A principle of operation and function-
ing of automatized workstation for metrolog is in base of a
virtual educational laboratory and results in Declarative
patent of Ukraine on a useful model [1].

The following tasks were incorporated in virtual labora-
tory that is presented here:

e measurement of phase differences and amplitude of
signals with/without a noise;

e error simulation of phase differences and amplitude
of signals;

e determination of signal-noise ratio;

¢ determination of measuring time for providing of filtra-
tion coefficient after assigning a measuring precision of
phase differences and amplitude of signals;

e modeling of correction algorithms for increasing of
measuring precision of phase differences and amplitude
of signals.

Nevertheless, the real time measuring of physical pa-
rameters is necessary to provide the detailed training for
students and help them for better understanding of measur-
ing procedures and their facilities. In general, the experimen-
tal laboratory equipment can be replaced by their virtual ana-
log only in partial manner. It is not assumed here that the
virtual models will replace the real equipment (measuring
facilities) completely. However, they can be for the students
as additional tools that will help them to study the facilities of
measuring technique and their management facilities in or-
der to use them for laboratory work or remote education.

Testing in distance education. Traditional account-
ability methods include reports on quality to federal, re-
gional, or state agencies and accreditation bodies. The
audience for systematic assessment of institutional quality
lies outside the institution. Quality indicators generally are
based on indirect measures of academic performance such
as selectivity, academic expenditures, faculty-student ra-
tios, and Carnegie classification. Because these measures
do not adequately represent the net effects or value added
from higher education, alternatives must be sought [3].

Full accountability is not limited to external audiences.
Internal examination of effectiveness is important for insti-
tutional growth and development. Pascarella and Ter-
enzini [4] found that educationally effective institutions are
differentiated by

e student involvement in the academic and nonaca-
demic systems;

e the nature and frequency of student contact with
peers and faculty members;

e interdisciplinary or integrated curricula;

e pedagogies that facilitate learning engagement and
application;

e campus environments that emphasize scholarship
and provide opportunities for encounters with diverse indi-
viduals and ideas;

e environments that support exploration.

These factors are linked to student learning and can be
measured in terms of engagement in learning activities and
use of space. The assessment of the relationship between
Learning Spaces and academic engagement aligns closely
with accountability and can be included in the overall as-
sessment plan for the institution.

Another way is using assignments from Open Source
Course Management System — Moodle.

Moodle is a software package for producing Internet-
based courses and web sites. It is a global development

project designed to support a social constructionist frame-
work of education. The assignment activity module allows
teachers to collect work from students, review it and pro-
vide feedback including grades [2].

Students can submit any digital content (files), includ-
ing, for example, word-processed documents, spread-
sheets, images, audio and video clips. Assignments don't
necessarily have to consist of file uploads. Alternatively,
teachers can ask students to type directly into Moodle us-
ing an online text assignment. There is also an offline activ-
ity assignment which can be used to remind students of
'real-world' assignments they need to complete and to re-
cord grades in Moodle for activities that don't have an
online component.

There are 4 types of assignments:

1. Upload a single file.

2. Advanced uploading of files — options include: multi-
ple file submission, allowing students to type a message
alongside their submission and returning a file as feedback.

3. Online text — students type directly into Moodle,
teachers can provide inline feedback.

4. Offline Activity — teachers provide a description and
due date for an assignment outside of Moodle. A grade
and feedback can be recorded in Moodle.

It is possible to create iterative assignments — where
the piece of work is graded by the teacher, re-edited by the
student, re-graded and so on using either the single file or
the online text in the assignment settings.

DE has long had trouble with testing. The delivery of
testing materials is fairly straightforward, which makes sure
it is available to the student and he or she can read it at
their leisure. The problem arises when the student is re-
quired to complete assignments and testing. Online
courses have had difficulty controlling cheating in quizzes,
tests, or examinations because of the lack of teacher control.
In a classroom situation a teacher can monitor students and
visually uphold a level of integrity consistent with an institu-
tion's reputation. However, with DE the student can be re-
moved from supervision completely. Some schools address
integrity issues concerning testing by requiring students to
take examinations in a controlled setting.

Assignments have adapted by becoming larger, longer,
and more thorough so as to test for knowledge by forcing
the student to research the subject and prove they have
done the work. Quizzes are a popular form of testing
knowledge and many courses go by the honor system re-
garding cheating. Even if the student is checking questions
in the textbook or online, there may be an enforced time
limit or the quiz may be worth so little in the overall mark
that it becomes inconsequential. Exams and bigger tests
may be harder to regulate.

Conclusion. Distance learning is an excellent tool to
improve engineering education by providing flexibilty to
students and teachers. That flexibility can be used to over-
come the complexity of engineering study contrary to other
fields of education. Not all disciplines are easy to be
learned at the distance, since some require expensive
laboratory equipment.

Virtual instruments are excellent solution, since they
signifficantly decrease costs for laboratory equipment.

1.Automatized workstation for metrolog. — Declarative patent of Ukraine
on a useful model, Ne 6161, MKP G01R35/00. Bull. Ne 4, 15.04.2005.
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EFFECT OF EXTERNAL ELECTRICAL FIELD ON THE NO STATIONARY ABNORMAL
HEAT CONDUCTIVITY OF SEMICONDUCTOR DIODE

lMpoeedeHo AocnidxeHHs1 ennuey npuknadeHo2o Ao npomucnoeozo dioda K209 enekmpu4Ho20 nosisi Ha lio2zo Hecmauyio-
HapHy aHoMasibHy menonpoegioHicms. [loka3aHo, wjo siKw,o mennoesull nomik cniernadae 3 HafnPsIMKOM eJIeKmMpPU4YHO20 MoJisl, Mo

menonpoeidHicmb 36inbwyembcsi, a HagnaKu — 3MeHWY€EMbCS.

Knro4oei cnoea: mensniogull momik, eiekmpuy4He nosie, mensonpoegioHicmo.

The investigation of the effect of electric field applied to serial diode KD 209 on the no stationary abnormal heat conductivity
was studied. It was shown that the heat conductivity of semiconductor diode is increased, if the heat flow is coincide with the
direction of electric field, and vise versa (if the electric field is applied in reverse direction) — the heat conductivity is decreased.

Key words: heat flow, electric field, heat conductivity.

Introduction. Semiconductor diode structure is well
known as the heat emitting elements from the time of the
past century end. The fact that the flow of electric current
through semiconductor structures could heat them up to
high temperature was used for soldering of copper fila-
ments to the semiconductor structures by manufacturing of
serial diodes KD105, KD 208, KD 209 and KD 211 (proto-
types of diodes of 1N400 series) [1].

About ten years ago in Paton Welding Institute of
Ukrainian Academy of Science were developed the pilot
model of the micro soldering iron with the working tip made
of the chip of semiconductor diode [3].

Semiconductor diffusion resistors made on the techno-
logical principle of "silicon with dielectric insulation" were
used as the heat emitting elements, which are heated by
electric current up to temperature needed for spraying of
melted silicon [2].

The main feature of all of these examples of practical
use is the need to provide conditions for uniformity of heat
field in the semiconductor structures. If by chance, we fail
to ensure this feature then in these structures could arise
the very high temperature gradients followed by mechani-
cal stresses and the destruction of these structures. There-
fore, the investigations of heat propagation through muilti-
layer diode structures were carried out and the results of
this investigation were described in article [4]. The investi-
gations show that in the diode structures we observe the
phenomenon of no stationary abnormal heat conductivity.
This means that the speed of heat propagation along the
diode structure is dependent from orientation of the p-n
structure correspondingly to the heat source. The speed of
heat propagation is higher in the direction from n- region to
p- region than in the reverse direction. This effect could be
explained that according to [5] in semiconductors the heat
conductivity y in general case is represented in the form of:

At 2/<2+(4+A5j2k2fwuew
2
kT ) e*(nu, +pu,)

)

oT oT ¢&?

were o — specific electric conductivity of semiconductor;
k — Boltzmann's constant; e — electron's charge; AE —
prohibited band width; n, p — electron and hole concen-

tration; p,, p, —mobility of electrons and holes.

The heat conductivity of the diode structure consists not
only of phonon conductivity (the first term of equation), but
by some circumstances of the electron-hole couples (the
third term of equation). If the carrier concentration are
n=p and AE >> kT then this term of equation could be
very high. The contribution of the free carriers in the heat
conductivity (the second term of equation) is low and there-
fore has to be neglected.

The electron-hole couples are aroused in the high re-
sistant n -region of diode due to heat generation, and the
width of prohibited band of silicon is higher than kT .

The results of the investigation made in [4] was ob-
tained without external heat supply, because in the praxis
the powerful semiconductor devices are heated up due to
the heat emitted by the electric current flowing through the
semiconductor structure. The influence of the electric cur-
rent on the no stationary heat conductivity could be very
substantial by running of switching or rectifying diodes,
transistors and other semiconductor devices in the condi-
tions of alternate voltage and electric current. That is why
the object of this study was the investigation of influence of
electric current flowing in direct and reverse direction rela-
tively external heater on the no stationary heat conductivity
of semiconductor diodes.

Experimental specimens. For this investigation were
used semiconductor chips of silicon SEPh-40 with specific
resistance of base region p =40 Ohm-cm and donor con-

centration about 10" cm™ designed for manufacturing of
diodes model KD209. The chips were of cylindrical form
0,18 mm diameter and thickness of 0,03 mm. On the one
end of the chip were made up to 0,01 cm depth by means
of boron diffusion p+-region with specific resistance

p = 0,1 Ohm-cm and acceptor concentration about 10""cm’®.

On the other end of chip by means of phosphor diffusion
were made n + -region adjoining to n - region of chip.

Experimental bench. The main component of experi-
mental bench is pulse heating element on the top of which
were placed the experimental module consisted of diode
structure between two temperature compensators made
from gold plated Covar alloy each of them having welded
thermocouple.

The time of heating of diode structure was varying be-
tween 2...10 seconds. The temperature of thermo com-
pensators was checked by means of amplifier and oscil-
lograph with memory block. The dates of the two thermo-
couples are copied in the memory block of two oscil-
lographs and in the memory of the oscillograph with differ-
ential amplifier also to register the temperature difference
AT between thermocouples fixed on underside and upper
side temperature compensators. The experimental module
was placed the first time with the n -region and then with
p+ -region to the heating element and in all these variants

were fixed the value of temperatures of both sides of the
diode structure contact areas.

With the help of the power unit the diode was loaded up
with nominal direct current (0,3 A). In reverse direction to
the diode was applied 30 V but the value of electric current
was limited by the 100 Ohm resistor.

© Pavljuk S., Ischuk L., Kislitsyn V., Oberemok O., Soltys R., 2010
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The measurement technique. The experimental mod-
ule before beginning of experiments was subjected to pre-
liminary heating for providing of some "pre joining" of all
module components (the diode structure placed between
the two thermo compensators). The need of this "pre join-
ing" was to make the monolithic block of experimental
module, which would not undergo to disassemble without
destruction of silicon structure. With the help of this prepa-
ration were produced before the beginning of experiment
the minimal and invariable heat resistance between butt-
ends of p-and n -regions of diode structure and the fixed

to them two thermo compensators. In this case were
avoided all the negative factors which could alter the value
of the heat resistance by changing of p—n junction orien-

tation relatively to the heating element.

The diode was subject to the direct or reverse electric
field before the time of the heater switching.

The experimental results. The fig. 1 shows the char-
acteristic temperature curve of the heating element. In fact,
it represents the temperature value of thermocouple
mounted on the surface of heating element, i.e. underneath
of experimental module. The usual time of the experimental
module heating up to 500 °C is about 8 seconds. After this
time the temperature of the heating element and the ex-
perimental module were stabilized. The highest level of the
temperature and the speed of its rising are varied by the
electric power supplied to the heating element.
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Fig. 1. Characteristic temperature curve
of the heating element

The fig. 2 shows the temperature difference AT be-
tween the thermocouples fixed on the upper and lower
thermo compensators of experimental module on the stage
of heating. In the case of absence of external electric field
the heat flows in direction from p- to n- region (see the
temperature curve 1 by E = 0). In the case the diode loaded
with direct current of /, = 0,3A (the nominal direct current

value of diode KD209) we see the decreasing of the tem-
perature difference AT (the temperature curve 2, E 1).

If the diode is subjected by reverse electric field the
temperature difference AT is increased (the temperature
curve 3, E |).
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Fig. 2. Temperature difference AT between the thermocouples
fixed on the upper and lower thermo compensators
of experimental module on the stage of heating

The fig. 3 represents the same experimental results
made by reversed orientation of diode structure placed on
the heating element. In this case the heat flows in the di-
rection from n-to p - region. By coincidence the directions
of heat flow T and electric field E the temperature differ-
ence AT is decreased (see the temperature curve 2, E 1),
and by reversed electric current the temperature difference
AT is increased (see the temperature curve 3, E |).
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Fig. 3. Temperature difference AT between the thermocouples
by reversed orientation of diode structure placed
on the heating element

The fig. 4 represents the dependence of the direct drop
voltage by loading of diode with the direct electric current
0,3 A. The rapid drop of U np on the diagram shows that
in 4 — 5 sec after beginning of heating there are some
characteristic change of the diode structure occurred.
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Fig. 4. Dependence of the direct drop voltage by loading
of diode with the direct electric current 0,3 A

The fig. 5 represents the rapid rise of electric current
through the diode in reverse direction.

By applying to the diode of reverse voltage U, =30V

the current limited by resistor (100 Ohm) reaches up to 0.3
Ain 4 — 5 sec after beginning of heating also.
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Fig. 5. Rapid rise of electric current through the diode
in reverse direction

Discussion. The results obtained in this experiment
can be explained in this way. If by pulse heating of diode
the heat flow is directed from n- top- region of diode

structure the speed of heat propagation is higher than the
speed of heat propagation by reverse orientation relatively
to the heating element. The difference between the tem-
peratures measured by underside and upper side thermo-
couples AT is less than it is measured by reversed orien-
tation of the experimental module relatively to the heating
element (see the graph. 1 on the fig 2, 3). The results coin-
cide with the results obtained in article [4].

The external electric field promotes the current flowing
across the diode structure. If the direction of this electric
current coincides with the direction of heat field and the
direction of the thermodiffusion, then in the result it in-

crease the amount of heated carriers. This connected with
the fact that electrons and holes injected from the p—n

junction are heated also and are carried away by the heat
flow. They give its additional energy to the atom lattice in
the process of recombination and in the same way they
increase the velocity of heat propagation. This explana-
tion is confirmed by the experimental data of dependence
of temperature difference AT (see the graph 1 and 2 on
the fig. 2 and 3).

When the direction of electric field does not coincides
with the direction of heat flow there are decreasing of heat
propagation velocity observed and AT is increased (com-
pare the graph 1 and 3 on the fig. 2 and 3). It can be con-
nected by the fact that electric field counteract to the diffu-
sive heat flow.

There is a need to mark that influence of the electric
field on the heat flow is observed only by high concentra-
tion of electron-hole couples. By the process of direct
electric current flowing through the diode crystal there we
have an equation for injected electron-hole couples calcu-

lation: n=j/e(u,+u,) by n=p=A,(-AE/KT) that

gives value about 10'%cm™. This concentration of injected
electron-hole couples is very close to the value of ther-
mogenerated couples (which are generated in silicon by
the process of heating).

By the temperature of intrinsic electric conductivity
(about 300 °C) there are the voltage drops on the diode
(fig. 4) due to increased number of thermogenerated elec-
tron-hole couples. By reverse polarity of electric current
relatively the p—n junction it is notably the influence of

electric current of value 0,3 A flowing in inverse direction
on heating up to the temperature of intrinsic silicon conduc-
tivity (fig. 5). In accordance with the dependence shown on
fig. 1 the temperature of intrinsic electric conductivity of
diode structure is attained in 4 — 5 second after beginning
of heat process. Exactly in this moment is observed the
influence of electric field on heat conductivity.
Conclusions. The results of experiment show that by
means of external electric field we can change the abnor-
mal transient heat conductivity, to rise or to low it depend-
ing on the direction of electric field. It is shown that these
influences of electric field on heat conductivity reveal its
importance only after heating of high resistance region of
diode up to temperature of intrinsic electrical conductivity.

1 AeT. cBuna. CCCP Ne. 355696. Crnocob c60pkm NonynpoBOAHNKOBBIX MPU-
60poB. PoccowmHckuin A.A., Jlebura B.A., KucnvupsiH B.M., Anbneposuy E.A.
— 1972. — Bron. Ne 31. 2. KywHupenko B.B, . Huiupase I.K, KoHosaneHko J1.4.,.
Maentok C.M. NccnenosaHne kpeMHUEBBIX AU DY3MOHHBIX pe3nCTOpoB Npu
npoTekaHu UMMynbca Toka GOMbLUOW MMOTHOCTW. //TEXHOMOTMA U KOHCT-
pynpoBaHue paavoanekTpoHHon annapatypbl. 2005.— Ne 5 (59). — c. 23-26
3. Maeniok C.M., Kytnmn .H., Kucnvupiv B.M., PoccowuHckmin A.A. Wc-
Monb3oBaHNe KPeMHUsI B Ka4yecTBe MOJTYMpPOBOAHMKOBBLIX 3IEMEHTOB MUKPO-
nasinbHWKoB. //"ABTOMaTU4eckas csapka'. —1999. — c. 41-44. 4. Pavljuk S.,
Ishchuk L., Kislitsyn V.. Thermal conduction anisotropy of the diode struc-
tures. BicHuk KY, cepia "Pagiodisvka Ta enektponika". 2009. — Bun. 12. —c.
33-35. 5. Cmurt P. MNonynposoaHukn. — M.— 1982
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ON THE POSSIBILITY TO USE TRANSITION RADIATION OF ELECTRON BUNCH
WITH TRIANGULAR DENSITY PROFILE FOR DIAGNOSIS OF INHOMOGENEOUS PLASMA

Po3ansidaembcs Mmoxnueicmb diazHOCMUKU nsa3moeoi HeoOHopiOHocmi 3a nepexiOHUM eUNPOMIHIO8aHHSIM efleKmpo-
HHO20 32yCmMKy 3 MPUKymHum rpogpisieM KOHYeHmpauii 2ycmuHu cmpymy. Po3paxyHOK 8UKOHaHO 8 HabsiuxeHHi 3adaH020
CcmpyMy, OCKiNnbKu OsI1 makoa2o 32ycmKy enue 36ydxeHux HUM KilbeamepHuUX Xxeuslb Ha lio2o OuHaMiKy € He3Ha4yHuM. [1id-
meepadxeHa MOXXJlugicmb 3acmocyeaHHsl 3arpornoHoeaHo20 Mmemody diazHOCMuUKU HeOOHOPIOHOI Nna3mMu ma eu3HayvyeHi Mexi

io2o0 3acmocoeHocmi.

Knroyoei cnosa: HeoOHopiOHa nna3ma, esleKmpOoHHUU 32y CMOoK, nepexiOHe 8UNPoMiHO8aHHS, KinbeamepHi xeusi.

The possibility of plasma inhomogeneities' diagnostics via transition radiation of the electron bunch with initially triangular
profile of the current density was considered. The calculations were performed in the given current approximation, because de-
formation of such a bunch with excited wake waves was negligible. The possibility of application this method of diagnostics of
inhomogeneous plasma was confirmed and the range of its applicability was specified.

Key words: inhomogeneous plasma, electron bunch, transition radiation, wake waves.

1. Introduction. Method of inhomogeneous plasma di-
agnostic via transition radiation has been proposed in [1].
Although so far it has not been confirmed experimentally,
theoretical calculations and computer simulations for de-
tailed research were carried out. Particularly, the possibility
of diagnostics of the plasma inhomogeneities via HF (non-
resonant) transition radiation of modulated electron beam
[1], short electron bunch [2-3] and the resonant transition
radiation of this bunch [4] was studied. The possibility to
use electron bunches is not desirable, because during the
bunch motion in plasma moves to the excitation of wake
waves, perturbing the motion of electron bunch and conse-
quently its initial density profile [5]. Long enough initially
bunch begins to decay on microbunches. Therefore, the
calculation of transition radiation fields of such a system
becomes too complex, and the solution of the inverse prob-
lem is impossible. The radiation of short bunch can be
used, but it's extremely low. So registration of the radiation
field becomes substantially more complicated.

The bunch with initially triangular profile of the current
density [6] is considering in our work. Simulation results [8]
confirm that such a bunch with the sloping rising edge and
steep falling edge excites wake waves mainly with its fal-
ling edge. So deformation of such a bunch will be signifi-
cantly less than for the bunch with initially rectangular den-
sity profile. Therefore, the calculation for triangular bunch
can be carried out in the given current approximation.

2. Description of the physical model. Cold isotropic
plasma is considered, its density depends only on z coordi-
nate, and n(z —» +©) — 0. Axially symmetrical radially re-

stricted electron bunch with a given current density moves
along the plasma density gradient with the velocity v, :

j(r.zt)=qn(z.t)vo(r), (1)
where q is the bunch charge, ®(r) is the function that
characterizes the current density distribution in the bunch
cross-section (d)(r—>oo)—>0), n(zt) is the triangular
density profile along z axis:

_&
(1= 7).

0, £<0E>L, E=z-ut.

Calculations are performed in the given current ap-
proximation. High frequency (non-resonant) component will
be found out, because solution of since the inverse prob-
lem for this case is much simpler.

0<&<L,

n(zt)= (2)

3. Analytical calculation. Magnetic field excited with
the current (1) in plasma satisfies the wave equation:

2140 0
a{1a(rH°)}+a Hy 1 6a(z)aH¢+

orlrory ° 07" ¢(z) 0z oz 3)
4ndj ’
+kgS(Z)H(g :?E
4nn(z)e’
=1 2T 4
£(2) mo(o+iv) )

Let us substitute to (3) the solution in the form of Fou-
rier integral:

H) (r,z)= ] H,(r.z)exp(iot)do, (5)

-0

j(zt)= Tj(z,n)exp(imt)d(o, k=o/v. (6)

For the chosen fgrm of bunch
j(z,%) = —%n(K)exp(—iKz) , 7)
n(x)= éﬁ +ixL —exp(ixL)] . (8)

After substituting (5) — (6) to (3) one can obtain the
equation for high-frequency component of magnetic field:

2
i 1i(rH) +5H;_L58(Z)LH¢+
orlror' ° 0z" ¢(z) o0z oz

+kZe(2)H, = % j(z,K):—r[(D(r)]

Solution of this equation can be presented as the Fou-
rier — Bessel integral by radius:

H,(r.z)= Thw (k..2)J, (K, r)k, dk, , (10)

Substituting (10) to (9) one can get the equation for h, :
o, _1dsh,
dz*> edz dz
=29 () kD (K, Yexp(~ix 2)
c

eki —K?)h, =

r

: (11)

®(k,) = [@(r)Jo (K ryar (12)

Suppose that the radiation frequency o is high enough
to satisfy the condition:
A(z)| <<1, A(z)=1-¢(z). (13)
Then equation (11) can be solved using the successive
approximation over the small parameter A :

h,=h"+h" 4. (14)
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Equations of zero and first approximations have a form, respectively:

d2h®
dz*
2p(1) dA
d hz +k2hY = [kgA + inj h . (16)
dz dz

The solution of (15) that describes the field of electron
bunch without plasma has the form:

_ 2qvn()k, @ (k,)

- C(kz2 - Kz)
Scattering of the field (17) on the plasma inhomogenei-

ties forms the transition radiation. The solution of equation

(16) corresponding to the lack of electromagnetic waves
falling on the plasma inhomogeneity has the form [7]:

h© exp(—ixz). 17)

hm):fJ%duf,j%dz, (18)

where f, =exp(Fik,z) are solutions of (16) without the
right part, corresponding to electromagnetic waves running
to right and to the left along z axis, W =-i2k, is their
Wronskian, F is the right part of (16). Amplitude of forward
and backward radiation, respectively, can be written as:

A (z — +o0) = jftWFdz. (19)

Function A(z) should be presented as Fourier integral
to calculate integral (19):

A(z)= [ A(K)exp(iKz)dK . (20)
One can obtain after substituting (20) to (19) and
changing the order of integration:

" (z — +o0) = 2nmiqvn () k,® (k, ) x
XA(K$kZ)(k§—K2ik2K) : (21)
ck, (k2 —«?)
Solution (21) should be substituted to (10). For k, > k,

solutions describe surface waves with amplitude decreas-
ing exponentially with \z\ increase. Therefore, integration

for the radiation in the far zone should be carried out in the
interval 0 <k, <k,.
It is suitable to turn from variable k, to variable ® de-
fined from relations
k, =k,C080,Z — +o0;
k, =-k,c0s80,z — —x. (22)
It is also suitable to use the spherical coordinate sys-
tem: r =Rsin®, z=Rcos® . Combining integrals for for-
ward and backward radiation one can get:
i2nkiqvn(x) J"- J,(k,Rsin0sin®) 5

H (R,0)=
o (R:0) c o (kicos®@—«?)

xA(k —k, cos ©)sin’ O (k; -« +kk,cosO©)x  (23)

x® (k,sin®)exp(-ik,R cos6cos @) de.
The far radiation zone corresponds to the case R — «© .
Then integral (23) can be calculated using the stationary

phase method. Replacing the Bessel functions with their
asymptotics one can get:

+k2H =2 () k (K, )exp(~ixz),
Cc

KE =K - (15)

2nk3qvn(x)A(k—k,cos0)
X
¢(x* —k; cos 0)

Hto (R,O) =

. (24)
exp[-ik,R]

0

x® (k, sin0) (k3 —* +k k, cos0)sin

where 0<6<m,and n(x) is given by (8).
4. Discussion. Analysis of the HF magnetic field H,

(24) in the far radiation zone shows that spatial spectrum of
plasma inhomogeneities in the range of K from k -k, to

Kk + K, can be obtained from the measurements of radiation

field in the range of 6 from 0 to =.
For non-relativistic bunches x=o/v, k,=w/c, and

K >> Kk, , because ¢ >> v, so such a range will be relatively

narrow and will not give the sufficient information about the
function s(z) . However, for the relativistic bunch one can

obtain k =k, , so the function A(K) can be found out in
the range from 0 to 2k, . If the characteristic size | of the
inhomogeneity a(z) is significantly less than the vacuum

wavelength of the transition radiation,

r=2Tey, (25)
K

0
the plasma density profile can be found from the spec-
trum A(K).
In the experiment the studied radiation must not be very
small. It follows from (24) that this condition is always vio-
lated when ® >0 and ® — r. For relativistic beam

(B=v/c<0.62) there is another zero of function H, (6)

appears when 6 = arccos(B ' ~B). It should also be aware

that the radiation of the ultra-relativistic bunch is focused in
the range of 6 near 0 and wand gives very limited infor-

mation about &(z). Thus, moderately relativistic bunches

(v/c =0.9) are the most convenient for the plasma inho-
mogeneities' diagnostics.
For ® -0 always ®(k,sin6)— 1. This function van-

ishes for sin®>4/k,a, where a is the bunch radius.

Therefore, bunches with the radius of the order of the radi-
ated waves' length are preferable.

The normalized spectral function (8) is plotted on Fig. 1.
Half-width of the spectrum range is Ax ~3.4/L, where L is
the bunch length. Diagnosis of plasma inhomogeneity
A(K) is possible only if the spectral width of the function

Ak exceeds the width of function A(x—k,cos6) that is

approximately 2n//, where | is the characteristic length
of the plasma inhomogeneity. This condition can be pre-
sented in a form:
I>>L. (26)
Therefore, selecting the appropriate length of bunch,
one can always satisfy the condition (26).
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Fig. 1. Normalized spectral function n(x)

The charged bunch moving in plasma excites a wake
waves, so the minimum deformation of the initial current
density profile takes place for the next condition:

L>Nhg, = @ ) (27)
@,
where for relativistic bunches v ~ ¢ . Combining conditions
(26)-(27), one can get:
I>>L>h,, . (28)

Therefore, the diagnostics of plasma inhomogeneities
via transition radiation in the analyzed case is possible only
under the condition (29).

UDC 535

5. Conclusions. One can obtain the spatial spectrum
of &(z) in the range of wave numbers from -k, to

Kk +k, from the measurements of the high-frequency (non-

resonant) transition radiation excited by the charged bunch
with initially triangular profile moving in the inhomogeneous
plasma. The frequency of transition radiation should ex-
ceed significantly the Langmuir frequency. The bunch
should be moderately relativistic, and its radius must be
less than the wavelength of the transition radiation. The
bunch length must be large in the scale of the wake wave
length and much less than the characteristic length of the
plasma inhomogeneities.
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2D PHOTONIC CRYSTALS PROPERTIES AS AFFECTED BY DEFORMATIONS

B QdaHiii cmammi docnidxeHo enacmusocmi 0808UMiIPHO20 (hOMOHHO20 Kpucmasy 3 KeadpamHOK (hOMOHHOK 2PaimKoro
nio ennueomM MexaHiyHux deghopmauili. AemopamMu eukopucmaHo Memod po3knady 3a nnockumu xeunsamu (PWE) dns aHanizy
¢phomoHHUXx 3abopoHeHux 30H. O6paxoeaHO eghekmueHuli KoegpiyicHm 3anomieHHss dehopmMoeaHO20 (hOMOHHO20 Kpucmasny
ons pisHux munie degopmayili ma crieeiOHOWEHHs1 NPYXHUX eflacmusocmel Mamepianie wjo ymeoproroms yel ¢homoHHUl
kpucman. [JaHo eu3Ha4yeHHs1 pOMOHHO20 homonpyKHL020 epekmy. HYucenbHUM MOOesIIO8aHHSIM MOKa3aHO MoxXJiugicme 064u-
CIIeHHS1 3MiHU NMOKa3HUKa 3a/I0MJIeHHS1 NMpu cknadHux deghopmauyisix sk niHiliHoi kom6iHayii npocmux deghopmauili 8 cmpykmypax
3 keadpamHor 2pamkoro. OmpumMaHoO eUpPOdXXeHHs1 hoMOHHUX MO0 npu nepiodu4Hux deghopmauyisix.

Knroyoei cnoea: gpomoHHull kpucmarnn, 3oHa cmpykmypa, gpomonpyxHicms, deghopmauisi.

2D silicon-based square lattice photonic crystals properties under the influence of mechanical deformations are considered
in this paper. The PWE (Plane Wave Expansion) method was used by the authors for photonic bandgap analysis. Effective
refraction of deformed photonic crystal was calculated for different deformations and materials' elastic properties. The photonic
photoelastic effect was defined. The possibility to calculate refraction variations separately and to add them algebraically in case
of complex (periodicity and interfaces) deformations was shown by the numerical modeling for square lattice photonic crystals.

Mode degeneration was observed for periodical deformations.

Key Words: photonic crystal, bandgap, photoelasticity, deformation.

Introduction. Last times photonic bandgap materials
have attracted increasing interests of photophysics and
optoelectronics communities due to the possibility of con-
trolling light propagation through the materials [4, 6, 10].
More recently, a growing number of research papers have
specifically reported the tunability of bandgap in photonic
crystals. For example, various techniques of bandgap tun-
ing have been demonstrated by applying an electric field
[11], temperature [13, 14], and a magnetic field [9], as well
as by infiltrating liquid crystals. In addition, mechanical
strain has also been examined as an alternative for band-
structure modifications and, possibly, for tuning the band-
gaps in photonic crystals as desired [5]. Also acoustooptic
effect in photonic crystal is predicted [1, 7, 8, 12]. In this
paper, we investigate the modification of dispersion proper-
ties for light waves in photonic crystals and effective refrac-

tion evolution undergoing mechanical deformation. Static
deformations and acoustic wave model for periodic defor-
mations were considered.

Theoretical model. Consider the 2D square photonic
crystal structure consisting of a silicon matrix and cylindri-
cal air rods. Schematically this structure is represented in
Fig.1(a). Calculations were provided for the fields with
wave vector in the x-y plane. The eigenmodes are classi-
fied into two categories according to their polarization for
this case, that are: the E polarization for which the electric
field is perpendicular to the x-y plane and the H polarization
for which the magnetic field is perpendicular to the x-y
plane. Figure 1(b) shows the 2D first Brillouin zone of the
square lattice. The first Brillouin zone is defined as the in-
tersection of all half-spaces containing the origin. By defini-
tion, all the values for k which lie outside this zone can be

© Parhomenko D., Kolenov S., Smirnov E., 2010



~ 26 ~

B 1 C H U K KuiBcbkoro HauioHanbHoOro yHisepcurety imeHi Tapaca LleBuyeHka

reached from within the zone using the translations of the
vectors G. Therefore, these values are redundant. In other
terms, it suffices to consider the variation of k within the
Brillouin zone for representing the entire set of the disper-
sion curves of the photonic crystal. The range over which k
is considered can be further reduced by using the symme-
tries of the crystal [10], as is illustrated in Fig. 1(b) the irre-
ducible Brillouin zone for square photonic lattice has trian-
gle '’XM shape.

The investigation model was defined as a 2D photonic
crystal formed in a silicon matrix with € =11,56 and com-
posed of circular air ¢=1 cylinders with filling factor
f=0,5. The dispersion properties for light waves in

photonic crystal were calculated by means of plane-wave
expansion method (PWE, [2]).

W
0,2
ky
0,15 A
/a M
0,1
-r/a ma
kx
9’05 r X >
0 X m -mla
—=TE1 ==TE2 =2-TM1 =2--TM2 (b)

Fig.1. (a) 2D square lattice photonic crystal composed of circular cylinders; (b) First Brillouin zone of the this lattice

Static deformations. We are discussing three cases
of static structure deformation: deformation of interfaces
between inclusions and matrix without lattice periodicity
variations; lattice deformation without changing interfaces
between inclusions and matrix; complex deformation —
variations of lattice periodicity and interfaces between
inclusions and matrix.

All calculations were provided in normalized coordi-
nates. Normalized frequencies are defined as:

. oa
b=a=

And normalized wave vectors are defined as:

i-ka
2n

Let's consider the first case: deformation of interfaces
between inclusions and matrix without lattice periodicity
variations (Fig.2).

Fig.2. Rods deformation model

Deformed photonic crystal has induced anisotropy: dif-
ferent properties along axis x and y. To take in account this
fact we should consider irreducible Brillouin zone as a
square. Here we consider triangle irreducible Brillouin
zone, but separate for the two cases: stretching and com-
pressive deformation. This is the same to expand irreduci-
ble Brillouin zone to square.

19
[ 2% )
", o
L Y
., o~
03 e S e B
e o
02 /
0,1 \
/ \
0 X M r

r
—*—TE1 -® TE2 =+ TE1p-~-TE2p—TE1s-*-TE2s

Fig. 3. TE dispersion curves for rods deformation

Calculated in this way the 2D photonic band structure
for TE modes is illustrated in Fig.3. The indexes s and p
denote stretching and compressive deformation. It is pos-
sible to observe in the graphs that the most influential de-
formation effect on the TE1 mode is in direction X. For the
TE2 mode deformation does not have a significant influ-
ence on the photonic crystal properties.

Similar calculations for the TM modes are shown in
Fig.4. For TM1 mode as for TE1 the deformation effect on
the photonic structure properties is observed in the X direc-
tion but it is not so big. In contrast to TE2 mode for TM2
mode the deformation effect on the photonic structure
properties is significant along the full XM section and has a
maximum in point M.
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Fig.4. TM dispersion curves (rods deformation)

Let's define effective refractions for the TE and TM
modes such as it is usually defined for a homogenous
medium:

n _ Kre G
TE™ = (kTE,TM )

Photonic crystal dispersion curve o(ky.p,) is calcu-

lated numerically. Effective refraction for this structure de-
pends on the light wavelength and on the incident beam
angle. There also exists a significant dependence from the
filling factor of photonic crystal. Let's fix a wave vector in
the photonic crystal (both: by value and by direction) and
consider what the changes are for the different modes'
eigenfrequencies under the deformation influence in the
current structure. In this way we implicitly obtain curve for
the reciprocal effective refraction:

1 1
(D[ =——KpyC
Nre 1w Ne

Or in normalized frequency and wave vector definition:

- 1 1 =~
@ =——Kgu
N7e N7e 1m

0’3 ST X XL Lk kL IL XL "L _LL TX XL XY LT S
== == == = == — O~ =P = — O~ — = = == == ey ¢
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0’2 M-.
i

-0,1 -0,05 0 0,05 0,1
—--TE1,X —TE2X =-4-TE1,M —e-TE2M A//]

Fig.5. TE reciprocal refraction vs. rods deformation
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Fig.6. TM reciprocal refraction vs. rods deformation

The reciprocal effective refraction for the TE modes is
shown in Fig.5. We illustrate here curves for the two fixed
wave vector directions in phonic crystal: X direction (marked
by X, wave vector I'X) and M direction (marked by M, wave
vector 'M). The choice of these directions was based on the
results obtained from Fig.3 and Fig.4. As it is possible to
observe, in these directions the behavior of the system is the
maximum affected by the influence of elastic deformations.
Along axis x the relative deformation is presented. The sign
means stretching or compressive deformation. Along axis y
we specially represent reciprocal effective refraction multi-
plied by normalized wave vector to separate the curves on
the graph. To take a reciprocal effective refraction value you
should divide the y value by the normalized wave vector

magnitude (e.g. for the X direction k=0,5 and for the M

direction k = 0,707 in the first Brillouin zone).

As was noted above, the most significant photonic photoe-
lastic effect is observed for the TE1 mode in the X direction.

For TM modes the most significant photonic photoelas-
tic effect is observed in the second Brillouin zone (mode
TMZ2) for both directions (see Fig.6).

The second case: lattice deformation without changing
interfaces between inclusions and matrix (Fig.7). Physically
this model is possible if the mechanical properties of matrix
and inclusion are different e.g. elasticity of inclusion is
much more that elasticity of matrix.

Fig.7. Lattice deformation model

The photonic band structure for the TE modes is illus-
trated in Fig.8. As opposed to the previous case the
photonic photoelastic effect is significant for the both TE
modes, but also is not valuable in the M direction.



~ 28 ~ B 1 C H U K KuiBcbkoro HauioHanbHoOro yHisepcurety imeHi Tapaca LleBuyeHka
@ k
[ =% —
Th x° "
= »”
N P
. -
0,3 NN T e o
pos (L o ,-IA 0,3 PR ok e, ke e e e, cxlie, Bl i, e, e e, SRR S 8

0,2 "'/—7

A

r X M r
—=—TE1 -®TE2 —TE1p-~-TE2p——TE1s-+-TE2s

Fig.8. TE dispersion curves for cell deformation

The same calculations for the TM modes are shown in
the Fig.8. For TM1 mode as for TE1 the deformation influ-
ence on the photonic structure properties observed in the X
direction is more significant than in the previous case. In
contrast, for TM2 mode the influence on the photonic struc-
ture is significant only in the M direction.
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Fig.9. TM dispersion curves for cell deformation

The reciprocal effective refraction for the TE modes is
shown in Fig.9. Note that for TE1 mode reciprocal effective
refraction in the X direction is decreasing in contrast to the
previous case.

TM modes have the most significant photonic photoe-
lastic effect in the X direction for the TM1 mode and in the
M direction for the TM2 mode (Fig.11). The reciprocal ef-
fective refraction curves slopes are also in opposition to the
previous case.

And the last, complex deformation case — variations of
lattice periodicity and interfaces between inclusions and
matrix. This type of static deformation is the most natural. It
could be observed for every photonic structure if the elas-
ticity of the inclusion has the same order as the elasticity of
the matrix.
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Fig.10. TE reciprocal refraction vs. cell deformation
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Fig.11. TM reciprocal refraction vs. cell deformation

Fig.12. Complex deformation model

The photonic band structure for the TE modes is illus-
trated in Fig.13. It looks as average of the two previous
cases. The photonic photoelastic effect is significant for
both TE modes, but not valuable in the M direction.

Calculations for the TM modes are shown in Fig.14.
The photonic TM modes' photoelastic behavior under com-
plex deformation is similar to the dispersive curves of the
TE modes. We obtained the same significant photonic pho-
toelastic effect for both TM modes, but it is also not big in
the M direction.

The reciprocal effective refraction for the TE modes is
shown in Fig.15. The slope of reciprocal effective refraction
curve is not zero only for both TE modes in the X direction.
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Fig.16 illustrates the reciprocal effective refraction for
the TM modes. The slopes of reciprocal effective refraction
curves are not zero only for TM1 and TM2 modes in the X
direction and equal.
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Fig.16. TM reciprocal refraction vs. complex deformation

Let's now analyze the results obtained for all cases of
static deformation together. For this purpose we need to
calculate the variation of the reciprocal effective refraction

A1 as the effect of deformations. The curves of Al de-
n

pendences for the TM modes are shown in Fig.17.
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Fig.17. Photoelastic effect analysis for TM1 mode

The indexes denote cell, rod and complex deformation.
Besides that, the curve represented on the graph with the
index sum was obtained in the following way:

1 1 1
A - (sum)=A - (cell)+A - (rod)

The interesting fact is that this curve gives the same de-
pendence of reciprocal effective refraction variation as the
curve obtained directly by complex deformation calculations.

As a result, it is possible to discuss different static de-
formations separately for the complex structures. To obtain
common dependences it is enough to add algebraically
partial deformation cases. For the other modes and direc-
tions the dependences are similar.

Periodical deformations. Consider the following
photonic crystal deformation model. In an undisturbed state
the photonic crystal is an isotropic structure in the xy plane.
The photonic lattice step is a. Let's disturb this photonic
structure by the bulk plane acoustic wave. The shortest
wavelength of interest to us is A =2a. Schematically de-
formation is shown in Fig.18. In this model the wave is not
moving and the wave's minimum and maximum are
strongly centered at the rods.
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Fig.18. Periodical deformation model, A=2a Fig.20. Periodical deformation model, A=4a

The dispersion curves for this case are shown in the The dispersion curves are shown in the Fig.21. The
Fig.19. The mode degeneration is visible even for the very mode degeneration is sharper for this case.
small perturbations (approx. 10°).
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cally such deformation is shown in Fig.20.
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Fig.22. Field distribution for the degenerated modes
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So even by the very small power acoustic wave with
the multiple to photonic lattice step wavelength it is possi-
ble to destroy photonic bandgap structure at all. This phe-
nomenon is widely used now in 1D photonic structures for
light propagation control in fiber networks (so called add-
drop filters) [3]. Here we have shown the same effect in a
2D square lattice photonic crystal.

Conclusions. We have computed the band structures
of 2D square photonic crystals of silicon matrix and cylin-
drical air columns. We discussed three different cases of
static deformations and calculated each of their contribu-
tion to the common deformation interaction with the
photonic structure. The reciprocal effective refraction A1/n

of the deformed photonic crystal was calculated. We ob-
tained that the refraction modification is strongly influenced
by changes in lattice periodicity and by the deformation
induced distortion of interfaces between inclusions and
matrix. We defined photonic photoelastic effect. The possi-
bility to calculate refraction variations separately and to add
them algebraically in case of complex (periodicity and inter-
faces) deformations was shown by the numerical modeling
for square lattice photonic crystals. Periodical deformations
were considered in case of lattice and perturbation wave
multiplicity only (A =n-a, n — multiplicity factor). For peri-
odical deformations the mode degeneration was observed.
Our results are expected to serve as practical guidance for

UDC 537.6/.8

tuning photonic properties (e.g. photonic photoelastic effect
or bandgap structure) by applying mechanical strain.
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INFLUENCE OF SIGNAL TIME DELAY ON MAGNETIZATION DYNAMICS
OF TWO COUPLED
SPIN-TORQUE NANO-OSCILLATORS

The possibility of existence of synchronous magnetization auto-oscillations in an array of interacting spin-torque nanooscil-
lators (STNO) is considered. The influence of signal time delay on the synchronization of coupled STNOs is investigated. The
semi-analytical method for evaluation of synchronous generation characteristics has been developed in the case of substantially
non-isochronous auto-oscillators. The dependencies of phase-locking bandwidth on system parameters were obtained and ana-
lyzed in the case of two coupled STNOs.

Key words: spin-torque nano-oscillator, signal time delay, phase-locking bandwidth, non-isochronous spin-wave auto-
oscillator.

Po3ansiHyma Moxnueicmb 8CMaHOB/IEHHS PeXUMY CUHXPOHHUX aemoKosiueaHb HamazHiYeHocmi y cucmemi e3aemMo0iroqux
mazHimHux HaHokoHmakmie (MHK). JocnidxeHo ennue eenuyuHU Yacy 3ani3HeHHs1 cugHasny Ha cuHxpoHisayito MHK. Po3pob6iie-
Huli HanieaHanimuyHuli Memod po3paxyHKy napaMempie CUHXPOHHOI 2eHepauii Osisi cusIbHO Hei30XPOHHUX asémozeHepamopis.
Ans modeni dsox e3aemodiroyux MHK ompumaHi 3anexHocmi wupuHu cMyau cuHXpoHi3auyii eid napamempie cucmemu.

Knroyoei cnoea: MacHimHuUl HAHOKOHMakm, Yac 3ani3HeHHs1 cuaHasy, cMy2a CUHXPOHi3ayii, Hei30XpPOOHHUU cniH-xeunboeul

aemoeeHepamop.

Introduction. One of the perspective tendencies of
micro- and nanoelectronics evolution is the spin-wave
nanoelectronics [4-7; 10; 12-17; 19-22]. Nowadays the
element base of this branch is being quickly developed.
Most of presently used spin-wave devises are created
using thin ferromagnetic films (for instance, yttrium-iron
garnet films [3; 21]) and intended for the realization of
nonlinear interaction between two or more microwave
signals [3; 11; 21; 27; 35]. But today there are no genera-
tors and amplifiers of spin waves with acceptable scale
and parameters for the electronics of future [23; 28]. This
problem can be solved by using the spin-torque nano-
oscillators and/or the systems based on them [4—
7;12; 15-17; 19; 22-23].

It was theoretically predicted by J.C. Slonczewski [32—
33] and L. Berger [10] and then experimentally observed by
many authors [15-17; 34] that direct current traversing the
layered magnetic structure can excite a microwave mag-
netization precession in the structure. This structure,
known as a spin-torque nano-oscillator (STNO), typically
consists of several magnetic layers divided by a thin non-
magnetic dielectric or metal spacers (Fig. 1). One of the
layers is a thick "fixed" layer (bottom layer in Fig. 1). In this

layer the magnetization vector M.,, has only single (fixed)

direction defined by an external magnetic field H,,, , applied

to the structure, geometry of the structure, magnetic anisot-
ropy, etc. The other magnetic layers known as "free" layers
are thinner. In the following, for the simplicity, we consider
a three-layer STNO with only one "free" layer (top layer in

Fig. 1). In "free" layer the magnetization vector M, has no
fixed direction for the applied external magnetic field H,,, .

In such structure direct bias electron current /. pass-

ing through it from the "fixed" layer to the "free" layer will
become a spin-polarized current. We can imagine this spin-
polarized current as a stream of charged particles (elec-
trons) with the spins directed close to the direction of the

magnetization vector M., in a "fixed" layer of the struc-

ture. Due to this specialty the spin-polarized current can
transfer the spin-torque in a "free" magnetic layer that re-
sults to the excitation of a microwave magnetization pre-

cession in the layer. If the amplitude /,, of direct bias cur-
rent exceeds the current threshold /,, the spin transfer
torque force, caused by direct current, in the "free" layer of

© Prokopenko O., Verba R., 2010
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a STNO can compensate the natural positive magnetic
damping in this layer. In this case STNO successfully
works as a microwave spin-wave auto-oscillator [29—-31].
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Fig. 1. The simplest model of spin-torque nano-oscillator
(STNO) consists of three layers: "fixed" magnetic layer (1),
thin non-magnetic spacer (2) and thin "free" magnetic layer (3).

M_,, is the magnetization vector in the “fixed" magnetic layer

(1), defined by an external magnetic field H__, , geometry of

ext ?

the structure, etc. M0 is the magnetization vector in the

"free” magnetic layer (3). If direct current /,, passing the
structure from "fixed" to "free" layer a microwave precession
of magnetization with the magnetization vector M, is excited;

a. is the precession angle and m, is the excited microwave
component of magnetization vector

The typical eigen frequency of STNO is 1 — 50 GHz
[13—16], but there is theoretical prediction that it can be
increased up to 200 GHz [14; 24—-26]. Therefore the appli-
cation of such devices is most convenient in the microwave
band. The major advantages of the STNOs are its small
sizes (the typical radius R of the structure is 10 — 200 nm,
height of the structure h is 10 — 50 nm), compatibility of
STNO fabrication technology with the standard micro- and
nanoelectronics fabrication technology, the possibility of
generation frequency tuning in a wide range [14-17; 25—
26]. But the power of generated oscillation in a STNO is
very low due to the very small oscillator sizes. The micro-
wave power emitted from a typical STNO is 1 — 10 pW [15—
17]. This power is too low for the major of microwave appli-
cations; the sufficient microwave power level for such ap-
plications is approximately 1 yW. Therefore the arrays of
STNOs must be used for creation of various typical micro-
wave devices on the analogy of creation of microwave de-
vices with Josephson junctions [18].

The generation frequency of STNO is given by an ex-

pression [30]
w:%m@_r], )

ol
where N is the coefficient of nonlinear frequency shift, T
is the natural positive damping, o is the spin-polarized
efficiency (the coefficient of spin-wave excitation effi-
ciency), w, is the characteristic eigen frequency:

2
W, = J(m,_, + 0y 0L, K ) X

%04 + 00,k + 0, 0052 0) . @)

There 0 is the out-of-plane magnetization angle (angle
between an external magnetic field H_,, and the plane of

ext

"free" magnetic layer), o, is the square of the exchange

length. The wave number of the first excited spin-wave
mode (the mode with the lowest excitation threshold current

l,)is k=12/R, where R is the radius of STNO [28].

Thus, the generation frequency depends on the geometry of
STNO. The existing its fabrication technology has high
enough geometrical and electrophysical parameters spread
[15-17; 23; 25-26], so each STNO would have intrinsic
generation frequency, in general case, not equal to the fre-
quency of another in the oscillators array. Thus, there is a
problem of existence of quasi-harmonic generation in the
STNO array on the assumption of existence of its parame-
ters spread. The generation frequency spread for the
STNOs with typical parameters in array [28—30] is about

— ~‘Le;i~5+15%. 3)

<o> R <R>

The synchronization state of two coupled STNOs was
observed experimentally [15]. But the experimental way to
find the optimal parameters, required for the creation of
spin-wave auto-oscillators, is ineffective due to the difficul-
ties of samples fabrication. The synchronization phenome-
non was investigated in details in the case of weakly cou-
pled isochronous auto-oscillators [9, 20]. The case of two
substantially non-isochronous STNOs is analyzed in the
paper [28-31] in the frame of the model with zero signal
time delay. In this case the obtained normalized phase-
locking bandwidth (PLBW) is s0/w<1% that is not
enough for the practical applications. Because of this cir-
cumstance this paper is devoted to the investigations of
signal time delay influence on the mutual phase-locking
(PL) of two coupled STNOs.

Numerical simulation of the dynamics in the sys-
tem of two coupled STNOs. The microwave dynamics of
magnetization in STNO can be described by the equation
[28-31]:

%+i(mo+N‘b‘2)b+Fb—cldc (1—\b\2)b =A, (4

where b is normalized circular component of magnetiza-
tion, that is perpendicular to the equilibrium magnetization
vector, A is the normalized external signal. In our case A
is the signal of second oscillator that is coupled to the first
one. The coupling between the STNOs, realized by the
interaction of spin waves, excited by the one oscillator with
the second one, plays the dominant role, as it was shown
in paper [29]. In this case the normalized external signal
can be written in the form:

A=Y 0Q,e"b,, (5)

k#j
where Q, is the coupling frequency for j-th and k-th

oscillators, B, =-k,a, is the phase coefficient that allow

us to take into account the signal time delay (the finite ve-
locity of coupling signal propagation), a,, is the distance

between the centers of j-th and n-th oscillators, and k,

is the wave number of spin wave, excited by the n -th oscil-
lator. In the most typical case the coupling frequency is
given by an expression [29]:

Q=L exp| %], (6)
! V2kiay Vor

where v, is the group velocity of spin waves.
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One can see that the coupling amplitude is quickly de-
creased with increasing of distance a, , therefore the influ-

ence of the oscillator neighbors (other STNOs) plays the
dominant role. In that case the adequate and simplest
model is the model of two coupled oscillators [28]. We shall
use this model further.

The chosen model allows us to pass from the problem
with random coefficients to the problem with determined
coefficients. In this case PLBW is the area of possible ei-
gen frequency of one STNO while the PL regime exist for
the any fixed frequency of other oscillator. For simplicity we
shall consider further the case of almost identical STNOs.
Thus, the coupling coefficients, dc currents and spin-wave
excitation efficiency are equal for two oscillators. This sim-
plification can be made because the existence of techno-
logical parameters spread in this case will not lead to the
significant changes of the system dynamics [36]. In order to
further simplify the problem let the phase coefficients be
equal, because the stationary states are invariant relative

to substitution B, + Py =B, + By (see. Ex. (7)). Thus, the

system of equations can be presented in the final form:

db, . ,.
7;+.(m01 +N|by[* )by + b, ~ol,, (1-[b* )| b, = ",

db, . 2 2

d—t2+|(o>02 +N|b,| )b2 +Tb, -0l (1—\b2\ )b2 =
=Qe”p, . (7)

There is no precise analytical solution of system (7). There-

fore we have made the numerical analysis of system (7) for
the case of STNOs with small deviation of eigen frequen-

cies: |0y —y,|/N=5%. The dependency of generation

frequencies of two coupled STNOs on the normalized
phase shift B/n is shown in Fig.2. The generation fre-

quencies were found as the frequencies that correspond to
the amplitude maxima, obtained after the Fourier transfor-
mation of numerical solution of system (7). One can see
that the main frequencies in the signal spectra for two cou-
pled oscillators are equal for some range of phase shifts .

w/N
1,40

1,38 -
1,36
1,34

1,32 |

1,30

0,0 0,2 0,4 0,6 0,8 1,0
B/

Fig. 2. The dependency of generation frequencies of two cou-
pled spin-torque nano-oscillators (STNOs) on the normalized
phase shift /1 . The points are the numerical solution of

system (7). The symbol A correspond to the frequency of one
STNO and the symbol ¥ correspond to the frequency of the
other oscillator. The normalized eigen frequency of first oscil-

lator is my, / N =1 and the normalized eigen frequency of
second oscillator is ®,, / N =1,05 Solid line is the curve of

generation frequency for the synchronous regime (analytical
solution). Q =0,1T, N/T' =100, o/, /T =15

However, the agreement of generation frequencies is
not necessarily correspond to the synchronous generation
in the nonlinear systems of several oscillators. In this case
the possibility of oscillator signals interference must be
checked [1-2; 15; 20]. In our case this should lead to the
estimation of visibility function:

V(r)= lim 1]'b15(1t)+bz(;2+1-)

T>1o T 0
where B; is the amplitude of j -th solution. The integral (8)

2

dt, (8)

must be taken for the time area with stationary regime of
operations. The visibility function (8) is changed in the

range [0;4] for the synchronous oscillations. The range of

possible visibility function values is shrunk with the de-
crease of the level of oscillations synchronism. The quanti-
tative parameter of oscillations synchronism may be cho-
sen as the duration s of synchronous generation pulses
[2; 20]. Using this approach we can evaluate the approxi-
mate value of visibility function in the case s -0 (non-

synchronous generation): V (t)——;—2¢ f(t). Checking

the obtained numerical solution of the system (7) using the
described method of visibility function, we made sure that
the PL is occur for the range of phase shift

B €[0.2m;0.85n] (see Fig. 2). For the corresponded range

of signal time delay (i.e. distances between the oscillators
for the fixed v, ) the synchronous generation of two cou-

pled STNOs occurs.

Analytical theory. One of the most important charac-
teristics valuable for real practical applications of phase-
locked oscillators are the form of PL curve and the PLBW.
The numerical investigation of these characteristics is
cumbersome and complicated enough task. But in many
cases there is no need to know these parameters pre-
cisely. Taking this into account we developed a simple ap-
proximate theory which allows us to determine these pa-
rameters with high enough precision.

By varying the out-of-plane magnetization angle the
properties of STNOs substantially changes: from the case
of isochronous oscillator to the case of strongly non-
isochronous oscillator [5]. In the case of one-way influence
PLBW increases with increasing of the nonlinear frequency
shift coefficient N [5]. Therefore it is reasonable to con-
sider the system with very large value of this coefficient.
The maximal value of N is comparable to the values of
eigen frequencies, so we can suppose further:

N~w,>T>Q. (9)

Let's consider the general case of the system of M linear
coupled non-isochronous oscillators. It is described by the
system of equations:

db. . i
7;+Imj (‘bj‘z)bj + ey (‘bj‘z)bf - ;ije Blkbk , (10)

where I',, is the total effective damping, that in case of

STNO consists from the natural positive damping and from
the effective negative damping created by spin-polarized
current. There is no general solution of such system.
Therefore we shall solve the system using "inverse algo-
rithm". We substitute the "optimal known solution" to the
system (10). In our case this solution is the harmonic syn-
chronous oscillations:

b(t)=Be ", (11)
By substitution of Ex. (11) to Ex. (10) we can determine the
amplitudes and phases. If obtained phases are real and

amplitudes are real and positive then the found solution
characterize some stationary state. This state must also be
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stable with respect to the small perturbation. Only in this
case it exists long enough to be detected on the experi-
ment. If there are no solutions that satisfy all the criteria
then there is no synchronous generation in the system of
two coupled oscillators.

Thus, after substituting Ex. (11) to the system (10) we
have obtained:

reff,/Bj = ZQ/kBk COS(‘V/k + Bjk) ) (12a)
k#j
[0-w,]B, ==X Q,Bsin(y, +B,).  (12b)
k#j

where v, =y, -y, . If conditions (9) are fulfilled, the left part

of Ex. (12b) is substantially greater than the right one, both
parts of the Ex. (12a) has the same order of magnitude. It is
natural to solve the system (12) by the method of successive
approximations. The zero-level approximation is chosen as

the amplitude B, satisfying the equation ©—-w,(B,,*)=0.
Writing the solution in the form B]. =B, ;g at the next level
of approximation we obtained:

T 1By, )Bo; = 2 €, By, cos(y +By)
k

#j

2N;B, &, = ;ijBok sin(y  +Bj)
%]

(13a)
(13b)

where introduced dw, /d(B})

= Nj. . As one can see, the

of

input system (12) divides into two subsystems. The first
subsystem (13a) defines the generation frequency (B,

indirectly depends on this frequency) and phase shift be-
tween the oscillators. The second subsystem (13b) defines
the amplitude corrections. These corrections are small in
the case of Ex. (9) fulfillment, so we shall neglect them.

Thus, the input system of M nonlinear complex differ-
ential equations is transformed to the system of M real
algebraic equations. Using Ex. (10) it is possible to obtain
the system of 2M -1 equations defines the perturbation
dynamics of the solution:

d(&gf jzm[&t’f J (14)
at| dy B

The stability analysis of the solution was performed us-
ing analysis of characteristic matrix M by Raus-Gurvits'
criteria [1; 8].

In general case this approach is valid if the following
conditions are fulfilled:

;(b;)-,(0)>Q, w(b)>T, (15)
where b} is the generation amplitude of a lone oscillator

(conditions (9) are the partial case of conditions (15)).
Main results and discussion. The Ex. (13a) allows us
to write the equation for the generation frequency:

AZ + A2 -2A A, cos(2B) = sin®(2B), (16)
0—0;
. B [FGIJ,P N ’D./wwoj
where A, =200 = :
Q; By Q0 — g

In fact, the Eq. (16) is the polynomial equation of fourth order;
there are known analytical solutions for this equation.

The normalized frequency curve, estimated by using
the solution of Eq. (16) is shown in Fig. 2 (solid line).
The insignificant difference between the analytical solu-
tion and numerical data can be explained by neglecting
of first order correction for the frequency (this correction

is proportional to QB,).

The dependence of half PLBW (the maximal difference
| — @5,| When the synchronous regime exists) on phase

shift B is shown in Fig. 3. All parameters of the oscillators
except the eigen frequencies are the same, and the PLBW
is practically independent on average frequency, therefore
the PLBW curve is the symmetric curve. In the case
N> QT the PLBW is proportional to the coefficient of

nonlinear frequency shift N . This coefficient is the com-
mensurable to the generation frequency, so for finite non-
zero phase shifts f it is possible to achieve the synchro-
nous generation in the system with high spread of eigen
frequencies (5 — 10%). Thus, the performed analysis have
shown a possibility of creation of practical spin-wave gen-
erators constructions with several (at least two) STNOs.
The maximal value of phase-locking bandwidth is ob-
served at phase shift B=n/2+nn, where neZ . This
result is substantially different than in the case of isochro-
nous oscillators [9] (the optimal phase shift for the isochro-
nous oscillators is B =mnn). This difference can be ex-
plained by the different mechanisms of synchronization.
The influence of one isochronous oscillator on the fre-
quency of another isochronous oscillator can be written in
the form (see. Eq. (12b)):
AWy = _ijBk Sin(\V/k +B). (17)

Aw/N
onzl
ono:
opsl /L IR
ops:
mo4: AN N

0,024 /1. A\

0,00 v T v T v T v T v 1

0,0 0,2 0,4 0,6 0,8 1,0
B/

Fig. 3 The dependence of half phase-locking bandwidth
on the normalized phase shift 3/ 7 for different currents /. .

Solid line - o/, /T =11, dashed line - o/, /T =15, dotted
line-ol, /T'=2.Q=01T, N/T =100, oy, /N =1

The optimal case for two STNOs with almost equal ampli-
tudes of generated signal and symmetric coupling is the
case of symmetrical resonance detuning of the oscillators.
It means that the synchronized state of first oscillator with
the coupling signal generated by the second oscillator fade
at some distance between the oscillators. This distance is
the same for the first and second oscillators. Thus, the in-
fluence of the oscillator with higher eigen frequency must
lead to the increase of eigen frequency (that is initially
lower) of neighboring oscillator and vice versa; the absolute
values of eigen frequency shift must be almost equal. As
one can see from Ex. (17), these conditions are fulfilled if
B=nn, because y, =-y, .

But for non-isochronous oscillators there is other possi-
ble way to change the generation frequency of other oscil-
lators. The frequency of non-isochronous oscillator de-
pends on its amplitude. Therefore, the indirect influence
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can exist. If one of two coupled STNOs change the oscilla-
tion amplitude of other STNO it also leads to the change of
frequency of other STNO. This indirect influence can be
approximately evaluated as (see Ex. (12)):
2NBQ, B,
A, ~—————c0s(y, +B). (18)
1—‘eff,j

The changes of angular frequency of generated signal in
this case are substantially greater than in the case of
isochronous oscillator and realized optimally at
B=mn/2+nn. In order to examine the first or second pos-
sible mechanism of frequency shift takes place, the ampli-
tudes of signals generated by the STNOs were determined.
Using these amplitude values the resonance frequencies
were estimated using equation of non-isochronism (Fig. 4).

One can see that the resonance frequencies of two
coupled STNOs are very close each to another in the re-
gime of synchronous generation. Thus, in the case of non-
isochronous STNOs the phase-locking regime occurs due
to the indirect influence (via amplitude) of one oscillator on
the other oscillator. This influence leads to the change of
oscillation amplitudes and then to the change of resonance
frequencies of the oscillators.

The linear dependence of half PLBW on N can be
easily explained by Ex. (18). This linear dependence exists
until two synchronization mechanisms lead to the same
effect, i.e. while N>T. Due to Ex. (17), (18) the PLBW
must also linear depend on coupling coefficient Q ; this
conclusion was confirmed by the results of numerical esti-
mations. The dependence of PLBW on dc current is non-

monotonic and has a maximum at o/, /I'=12+13 (see.

Fig. 3). It can be explained by the concurrence of two
mechanisms. From one point of view the amplitude of oscil-
lations of neighboring STNO increases (due to the interac-
tion between the oscillators) while the pumping dc current

l,, passed through other STNO increases. This leads to
the expansion of PLBW. From other point of view the in-
crease of pumping dc current /,, leads to the increase of
microwave power emitted by the oscillator and therefore to
the shrink of PLBW for two coupled STNOs [5].
w/N
1,40 |
1,38 |
1] Y A

1,34 | A *

132 a 4 *

1,30

T T ‘I T T T T T T : T T
0,0 0,2 0,4 0,6 0,8 1,0
B/

Fig. 4 The dependence of normalized resonance frequencies
of two coupled STNOs on the normalized phase shift.
The symbols A and V¥ correspond to the resonance
frequencies (obtained by numerical estimation) of one and
other oscillator, respectively. Dash lines divide the figure area
on the three areas and the second area is the area where the
mutual phase synchronization of the STNOs exists. For the
description of all parameters of analyzed system see Fig. 2

Conclusion. The magnetization dynamics of two cou-
pled spin-torque nano-oscillators substantially depends on
the time delay of coupling signal. The synchronized state of
two oscillators exists for some range of possible phase
shift, i.e. for some range of time delays. While the optimal
phase shift for isochronous oscillators is p ==nn, the opti-

mal phase shift for two coupled STNOs is B==n/2+nn,

where neZ . The general mechanism of phase-locking in
the system of two coupled STNOs is based on the change
of oscillation amplitude of one oscillator by the other one,
that due to the non-isochronism of the oscillators leads to
the change of oscillator frequencies and vice versa.

This work was supported by grant M/175-2007 of Minis-
try of Education and Science of Ukraine.
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MUELLER MATRICES FOR LINEAR AND CIRCULAR DEGENERATE ANISOTROPY

The optical elements with linear and circular degenerate anisotropies have been examined in this article. The matrix model of
these objects has been presented. The aspects of solving inverse problem on the basis of incomplete Muller matrices questions
have been discussed. Examples of incomplete structures of Muller matrices are presented; they give full characterization of the
optical elements which are characterized by linear and circular degenerate anisotropy.

Keywords: Mueller matrix, degenerate anisotropy, inverse problem.

B cmammi po3ansiHymo 3a2anbHy Mampu4Hy modesib 0711 onmu4HuUX 06'ekmie 3 niHiliHoto ab0 Kpy2080+0 8UPOCKEHOIO aHi-
3omponieto. HagedeHo ocobnusocmi po3e’'sai3ky obepHeHOi 3adayi Ha ocHoei HermosHux Mampuub Mronnepa. lpedcmaesneHo
npuknadu HenoeHux mampuuyb Mronnepa siki noeHicmro xapakmepu3yromb ONMUYHI efleMeHmu 3 Kpy2o8oto abo JiHiliHow eu-

POO)KeHOor aHizomporiicto.

Kmroyoei cnoea: mampuusi Mronnepa, eupodxeHa aHizomponisi, o6epHeHa 3adaya.

Introduction. The case of degenerate anisotropy is
the case when eigenpolarizations and eigenvalues of me-
dium coincide with each other. In most cases, the practi-
cally realizable examples of degenerate elements are
based on ideal polarizers [2, 5] and are, hence, singular.
However, as it has been recently pointed out in [3] a de-
generate element can be nonsingular. Generalized matrix
model of the medium characterized by degenerate anisot-
ropy was derived in [4] Main goal of the present paper is to
derive Mueller matrices for the media characterized by
linear and circular degenerate anisotropy.

In general non-depolarizing optical element can be de-
scribed by Jones matrices formalism:

T — (tﬂ t1zj (1)
t21 t22

and corresponding Muller matrices formalism

m

1" 12 13 14

M= @)

Correspondence between these formalisms for non-
depolarizing optical element can be presented by Parke
matrix equation:

M=Ax(TQT)xA™ 3)

This equation results in definite inner structure of de-
terministic Mueller matrix. The knowledge of this structure
allows defining the values of anisotropy parameters of me-
dium basing on incomplete Mueller matrix. But, it is impor-
tant to note, that the structure of incomplete Mueller matrix
for solving of inverse problem varies considerably depend-
ing on type of anisotropy inherent to studied medium.

For the complete characterization of a medium it is con-
venient to use eigenvectors and eigenvalues of its Jones
matrix. In general case arbitrary non-depolarizing medium
possesses elliptical non-orthogonal eigenvectors. In the lit-
erature the conditions of orthogonality and degeneracy of
eigenpolarizations were considered, see for example [4] and
references herein. However, the conditions, under which a
medium is characterized by degenerate linear or circular
anisotropy, are not considered yet. In present paper the
main goal is to derive explicit forms of Mueller matrices of
media, which are characterized by degenerate anisotropy
and have circular or linear eigenpolarizations.

General Jones matrices for linear and circular de-
generate anisotropy. Analysis of the conditions on eigen-
polarizations to be linear or circular for a medium with de-
generate anisotropy will be carried out further in scope of
the Jones matrix formalism.

All possible polarizations of light can be represented vie
linear complex plane:

4 Re(x)
>
AN N %
|/
Q o
Im(x)
N o
N %
W
&)

Fig.1. Possible states of light polarization.

It can be seen that circular left and right polarizations are
presented by two points located on imaginary axis. All linear
polarizations are located on real axis. All other points on
complex plane correspond to elliptical polarizations

Therefore, it is convenient to consider the Jones vec-
tors using complex variable y in the form:

E=[1] @
X

Then, given the Jones matrix Eq.(1), eigenvalues and
eigenpolarizations can be found in the following way:

1

Mg = E(tzz —t (5, 1)+ 4t21t12) (5)
1t, —t, (1, +4t,t

fop = 22 22 ~ Uiy 12821 )
2 tyy

From Egs.(5) and (6) the degeneracy condition has the
next form:

(3, — ) +4t,t, =0. (7)

So, in terms of complex variables y the conditions on
eigenpolarizations to be coincident are:

Im(x) =0, (8)

x=7=i. 9)

© Savenkov S., Oberemok E., Nikonov V., 2010
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For a medium with degenerate linear anisotropy, it will
be convenient to consider the case when linear eigenpo-
larizations coincide with horizontal axes of laboratory coor-
dinate system. Then for y we have:

x=0 (10)

This choice of laboratory coordinate system does evi-
dently not restrict the generality of consideration but simpli-
fies considerably further mathematical calculations. Using
Egs.(5)-(10) for the Jones matrix describing circular de-
generate anisotropy we have:

TCr _[tﬂ t12 J (11)
deg — :
¢ t12 t11 _2’t12

and for linear degenerate anisotropy.

. t, t
TLm — 1" 12 12
deg [O tﬂj ( )

So, the generalized Jones matrices for the cases of cir-
cular and linear degenerate anisotropy have been derived.

Generalized Mueller matrix for circular degenerate
anisotropy. Using the Parke matrix equation and repre-
senting the elements of Jones matrix in the form:

t, =ae" (13)

then, from Eq.(11) an explicit form of Muller matrix for cir-
cular degenerate anisotropy is the following:

3a122 + a121 + 2611612 Sin(Am) i(23122 _2312311 Sin(Au))

2 .
MC" — _2312 * 2812811 Sm(Am)
deg —
0

+(2af, - 2a,,a,,sin(A,,)) 1285,

0

2cos(A,,)a,a;,
-aj, +aj;, ¥ 2a,@,sin(A,,) T2 cos(A,,)a;@;,
*2cos(A,)a,.a;,

2 2 _ ;
aj, +aj; F 28,3, Sin(A,)
—2008(A,)a; @y,

i(2‘9122 - 2311312 Sin(Au))

_2 2
+ a12 (14)

2 2 _ :
—aj, +aj; F2a,8,, sin(A,,)

Generalized Muller matrix for linear degenerate anisotropy. Internal structures of the Mueller matrices of linear
and circular degenerate anisotropy. Using the mathematics analogous to that of previous paragraph, for the Muller matrix

of degenerate linear anisotropy we have:

2

a a .
a121 +§ _% a,@;, C0S(A;,) @@, Sin(A,,)
a; a
Li 2 i
Mdleng = _% a - % a2, CoS(Ar,)  —aya,, Sin(A;,) (15)

8,48y, COS(A12) —a,a;, COS(A12) a121 0

. . 2

—a,@;,sin(Ay,) a4, sin(A;,) 0 a

From the explicit forms of generalized Mueller matrices
Eq.(14) and Eq.(15) it can be shown than both of them can
be presented in the next block form:

M:(mﬂ p;r] (16)

P, m
where m,,-scalar values, p, and p, are vectors of dimen-
sion 3x1. The matrix m of dimension 3x3 is anti-
symmetric, i.e., m; =—m; when i j. In non degenerate

case generalized Mueller matrices of pure type of anisot-
ropy characterized by symmetrical matrices m, exclude
case of circular phase anisotropy, when mhas anti-
symmetrical form. This fact can be used for characterized
of object which has corresponding Mueller matrix.

Analyzing the internal structure of the matrix Eq.(14), it
could be seen, that the matrix Eq.(14) can be completely
recovered knowing only elements which form the fourth
column, i.e.:

* * *

m14
* ok *
; m
Cir 24
Mdeg il I (17)
m34
* ok k
m44

The elements forming the Incomplete Mueller matrix of
the form Eq,(17) can be independently measured by dy-
namic polarimeter.

Yo 9

Fig.2 Scheme of dynamic Mueller polarimetr

Dynamic polarimeter consists of 1-light source, 2-polarizer,
3,5 — birefringent plates which rotate continuously with fre-

quency o, and o, respectively, 6-analizer, 7-detector.

Elements of the Mueller matrix which can be measured
independently can be presented in the form of next picto-

gram [6]:
e
@, o®

Fig.3 The structure of characteristic matrix
of dynamic Mueller polarimeter
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If we use incomplete structure Eq.(17), then the elements
have been measured independently and number of meas-
ured elements is minimal Fig.2. This means that the values
of m;, in Eq.(14) will be determined with measurement er-

rors which are lesser than for complete Mueller matrix.

From Eq.(15) structures of incomplete Mueller matrices,
which completely characterized degenerate linear anisot-
ropy, have forms:

MLin _

deg — * * * *

(18)

or,

m21 (1 9)

I

MLin _

deg —

* * *

For the measurement of structure of incomplete Mueller
matrix Eq.(18) can be used time-sequential measurement
strategy in four input polarizations mode [2]. In receiving
channel only total intensity (first parameter of the Stokes
vector) of output light is measured. Corresponding mathe-
matics can be presented in the following way:

4
ZmMSf{” =1l (20)
k=1

where S!” — k -th components of i -th Stokes vector of

incident light; [, is total intensity of output light for i -th

Stokes vector of incident light. Main feature of this po-
larimeter is absent of any polarization elements in receiv-
ing channel. This simplifies considerably the scheme of
polarimeter.

In the case of measurement of incomplete Mueller
matrix Eq.(19) it needs to use the complete Stokes po-
larimeter in receiving channel of Mueller polarimeter. Us-
ing such Mueller-polarimeter the matrix elements of struc-
ture Eq.(19) can be independently measured using time-

UDC 535.51

sequential measurement strategy with completely depo-
larizing light [2].

4
(1) — Q)

Z mk1Sk,(input) - Sk(output) (21 )

k=1

In practice, as a rule, in the Mueller-polarimeter polar-
ized source of light is used. In this case, in scope of time-
sequential measurement strategy, we can use two input
polarizations method [2]. This method enables to measure
the next incomplete structure:

* *
m11 m12
* ok
ML — My, My, (22)
deg — * %
m31 m32
m m * *

41

Structure of incomplete Mueller matrix Eq.(22) contains
the elements which forms the incomplete matrix Eq.(19),
and can be used for complete characterization of object
with linear degenerate anisotropy.

Thus, above results can be applied in practice for ex-
perimental characterization of object with linear degenerate
anisotropy using the existing polarimeters.

Conclusions. Mueller matrix models of objects and
with linear Eq.(15) and circular Eq.(14) degenerate anisot-
ropy have been derived. In the frames of analysis of inter-
nal structures of derived Muller matrices the possible
measurement schemes has been proposed. These meas-
urement schemes enable to decrease the number of re-
quired measurements and, hence, minimize the time of
measurement.
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DEPOLARISING PROPERTIES OF ANISOTROPIC MEDIA IN INVESTIGATION
OF MULLER MATRIX NUMBER OF DEGREES OF FREEDOM CONTEXT

lMpedcmaeneHo icmopuyHi, ¢hizudHi ma MamemamuyHi acnekmu AocnidxeHHs1 denonspu3yroYux esnracmueocmeli aHizompo-
nHux cepedoeuw. JocnidxeHo munu Mmampu4HuUx modeneli aHizomponHux cepedosuwy. lMMokazaHo pi3Hi Mampu4Hi modeni deno-
nsipuzamopie. 3anpornoHoeaHo Mampu4yHy Modesib Onsi "Yucmozo" denonisipuszamopa. 062080pPeHO NuMaHHsI y3a2asibHeHoI
mMampu4Hoi Modeni denonsipu3yro4o20 cepedosuwia ma Kinbkocmi ii cmyneHel einbHocmi.

Knroyoei cnoea: aHizomponHe cepedosuwie, Mampuy4Ha Modesib, denosisspu3ayis, denosspuszamop.

Historical, physical and mathematical aspects of problem of depolarizing properties of anisotropic media investigation have
been presented. Types of anisotropic media matrix models have been examined. Different matrix models of depolarizers have
been shown. Has been suggested a non-contradictory matrix model of "pure” depolarizer. Question about general matrix model
of depolarizing media and number of its degrees of freedom has been discussed.

Key words: anisotropic media, matrix model, depolarization, depolarizer.

Introduction. One of the most important problems in
contemporary theoretical polarimetry is to determine con-
nection between Muller matrix elements of anisotropic me-
dia and its pure (deterministic) anisotropic properties. First
attempts were made by Jones already in his second paper
[4], devoted to polarimetry, in 1941. Bohren and Huffman
wrote in 1983 [2], that Muller matrix, as function of observa-
tion angel, brings so mush information, that answer about
present problem did not even stand. Nowadays, present
issue got a peak of actuality.

Classification of the matrix models of anisotropic
objects. There are two general classes of anisotropic ob-
jects. The first one is the class of objects, which do not
influence on the degree of polarization of light, and is
called deterministic or nondepolarizing. This class covers
whole linear crystal optics. The second class is called de-
polarizing, and includes objects, which are changing the
degree of polarization of propagating through them light.

If we say from physical point of vision, that we need to
ascertain connection of Muller matrix elements with ani-
sotropic properties, mathematically it means to build the

© Savenkov S., Osovskyy S., 2010
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matrix model of anisotropic media. Two general ap-
proaches to build the matrix models of media are known:
multiplicative and additive.

Multiplicative model, Fig.1a, assumes a graduated
propagation of light through layers of anisotropic object.
This model is typical for continuous media approximation
[6]. Due to this model, Muller matrix of object is being pre-
sented as a product of matrixes ("building blocks"), each
describing elementary fundamental anisotropic property:

a)

in out
»>——

M=[]M, (1)

Additive model, Fig.1b, assumes interaction of propa-
gating polarized light separately with each particle of ani-
sotropic object and summation results of these interactions:

M=3M, @)

Such model is typical for discrete media approximation [5].

b)

A 4

A 4

in 2 out

Y

v

Fig.1. Schematic representation of different approaches to build of matrix model of anisotropic media

In framework of multiplicative matrix model had been built the model of nondepolarising anisotropic media [9]. It is called

generalized equivalence theorem:

MGen — MCP MLP MCA MLA . (3)
As we see, the roles of "building blocks" play matrixes of circular phase, linear phase, circular amplitude and linear am-

plitude anisotropies [1, 3]:

1 0

0 0

0 cos®(2a)+sin*(2a)cos(8) cos(2a)sin(2a)(1-cos(d)) —sin(2a)sin(3)

™ = 0 cos(2a)sin(2a)(1-cos(3)) sin®(2a)+cos®(20)cos(8) cos(2a)sin(3) (4.2)
0 sin(2a)sin(3) —cos(2a)sin(3) cos(3)
1+P (1-P)cos(26)
M = (1-P)cos(26) cos?(26)(1+P)+2sin*(20)VP
(1-P)sin(26)  cos(26)sin(26)(1-+P)?
0 0
(4.b)
(1-P)sin(26) 0
cos(26)sin(260)(1-VP)? 0

sin?(20)(1+ P) + 2cos? (26)x/5 0

0 /P
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1+ R? 0 0 2R
0 1-R? 0 0
s 0 1-R* 0 (4)
2R 0 0 1+ R?
1 0 0 0
MCP — 0 co§(2¢) sin(2¢) (4.d)
0 -sin(2¢) cos(2¢) O
0 0 0 1

Depolarizer matrix models. It is much more compli-
cated to decompose a depolarizing class object's Muller
matrix. In the literature there is no coordinated definition of
depolarization phenomenon [11], so let consider, that depo-
larization is the process of decreasing of polarization degree
of light while propagating through depolarizing media. Dis-
criminated two types of depolarization: isotropic and anisot-
ropic. Isotropic depolarization property is when the influence
on polarization degree does not depend on polarization state
of propagating light, and anisotropic depolarization property
is when the influence on polarization degree does depend
on polarization state of propagating light.

To build the adequate matrix model of depolarizing
class objects we need to have "building block", responsible
to depolarizing properties. In the literature are proposed
some forms of depolarizer matrixes:

a) Isotropic depolarisers [10]:

— ideal depolarizer:

1000
M = 0000 , (5.a)
00O00O
00O0O
— in fact isotropic depolarizer:
10 00
M7 = 0 d 00 , (5.b)
0 0dO
0 0 0 d
b) Anisotropic depolarizers:
— diagonal model [8, 10]:
10 0 O
mer |0 4 00 : (5.c)
0 0 d, O
0 0 0 d
— Lu — Chipman model [7]:
1 0 0 0
MLC — I31 m22 m23 m24 , (5d)
P2 m23 m33 m34
P3 m24 m34 m44
— Williams model [12]:
1 A A A
e (5.€)
o 0 m, O

o0 0 m,

In our opinion, like each (4.a), (4.b), (4.c), (4.d) charac-
terize one of anisotropic mechanisms, which are not inter-
changeable, matrix model of anisotropic depolarizer has to
have the same property, then it can play role of "building
block" and can be used in Muller matrix factorization. But it
is easy to check, that (5.c), (5.d) and (5.e) describe objects,

which are not only change the degree of polarization of the
light, but also change the polarization state of light. We
propose original Muller matrix model of "pure" depolarizer,
which doesn't have such disadvantage:

m11 m12 m13 m14
0 m, O 0
0 0 m, O
0 0 0 m,y,

Discussion and conclusions. While the form of depo-
larizing Muller matrix is determined, we can try to use it into
factorization of an arbitrary Muller matrix. As known, in
general case an arbitrary Muller matrix has sixteen inde-
pendent elements, so it is considered, that it has sixteen
degrees of freedom, which describe one of anisotropic
mechanism, such as linear dichroism and birefringence
and circular dichroism and birefringence, transformation of
input depolarized light and depolarization. Accomplishing
the generalized factorization one always has to remember,
that number of degrees of freedom must stay unchange-
able. This strict requirement results in some complications
and some possibilities. On one hand, when we have set of
separated matrices, each one describing pure anisotropic
property and having an isotropic factor, the sum of degrees
of freedom has a certain value. But when we have product
of these matrices, it has one general isotropic factor, which
factorization parts can be associated with matrices in a
different ways. So, in this case one can calculate a sum of
degrees of freedom in different ways. For different methods
of factorization different ways of determination the Muller
matrix of anisotropic depolarizer are matched. As much as
possible general form of factorization, which is concerning
by different authors is next [8]:

M — MGen1MDMGen2 (7)
where M®"" and M®"? arbitrary nondepolarizing matrixes,

MP — matrix of depolarizer of the form Eq.(5.c). By virtue of
generalized equivalence theorem [9], if matrix of depolari-
zation can be decomposed, deterministic part of it associ-

ates with M®"orM®"? and the number of degrees of
freedom decreases.

On the other hand, if some decomposition of arbitrary
Mueller matrix, which consists all anisotropic mechanisms,
would be suggested, and number of degrees of freedom
turns out decreased, it would give us a reason to raise a
question about consistency of statement, that all sixteen
elements of an arbitrary Muller matrix are independent,
and, maybe, it is needed to revise the very foundations of
matrix model of anisotropic properties of media.

M = (6)
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ELECTRON DENSITY OF ELECTRIC ARC PLASMA IN SILVER VAPOURS

B po6bomi HasedeHi pe3ynbmamu eumiprogaHHs1 padiasibHO20 po3rnodiny eseKmMpPOHHOI KOHYeHmpauii 8 nnasmi enekmpoady-
208020 po3psIdy MiX cpi6HUMU eflekKmpodaMu ma KoOMMo3uyiliHuMu effekmpodamMu Ha ocHoei cpibna (Ag-CuO). lpoaHanizoeaHa
doyinbHicmb sukopucmaHHs Ons1 Oia2zHOCMUKU Ma3Mu KiflbKoX criekmpanbHUX JliHil, po3wupeHux nio ennueom AoMiHyr4020
keadpamuy4yHozo eghekmy Llimapka. OdepxaHi pe3ynibmamu nopieHOMbCS i3 3Ha4EeHHSIM e/IeKMPOHHOI KOHUeHmpauii y oy3i

MiX MiGHUMU ennekmpodamu.

Kroyoei croea: enekmpudHa dyaa, nnasmMa, efleKmpoHHa KoHueHmpauisi, egpekm LLimapka.

In this paper the results of radial distribution of electron density in electric arc discharge plasma between silver electrodes
and composition electrodes on the base of silver (Ag-CuO) are discussed. The suitability in application of some spectral lines,
which are broadened by dominating quadratic Stark effect, for the plasma diagnostics is analyzed. The obtained results are com-
pared with electron density in discharge between copper electrodes.

Keywords: electric arc, plasma, electron density, Stark effect.

Introduction. The wide application of electric arc
plasma causes the significant interest in investigations of
physical processes in these objects. But measurements of
parameters of such plasma are the problem of great impor-
tance. Nevertheless, such kind studies of electric arc
plasma will facilitate a more effectively discharge perform-
ance and more optimally development of electrode compo-
sitions as well [3, 7, 8].

It is well known that the basic physical parameters of
investigated discharges (temperature or electron density)

E1

E2 o1 FPI 02 D

can be measured from the width of spectral lines which are
emitted by plasma. This paper deals with the investigations
of electric arc discharge plasma between composite Ag-
CuO and silver electrodes. Namely, the main aim of this
study is a spatial measurement of electron density in arc
column from contours width of spectral lines. Additional
task is the selection of such lines to the appropriate plasma
diagnostics.

Experimental set-up. Our investigations were carried
out on the experimental set-up which is shown in Fig.1.

(D= =[]

-I MDR12 ]E "’LLLL
L feen ! H

Fig. 1. MDR-12 - device of preliminary monochromatization, D — Dovet prism, O1, 02 — lenses, E1, E2 — electrodes of the arc,
FPI — Fabry-Perot interferometer, CCD — linear image sensor

The free burning electric arc was ignited in air between
the end surfaces of the non-cooled electrodes. The diame-
ter of the rod electrodes was of 6 mm. The arc discharge
gap was of 8 mm and the arc current was of 30 A.

Because of the discharge spatial and temporal instabil-
ity the method of the single tomographic recording of the
spectral line emission was used. A 3000-pixel CCD linear
image sensor (B/W) Sony ILX526A accomplished fast
scanning of spatial distributions of radiation intensity. Thus
the recording of the radial distributions of nonstationary arc
radiation intensity in arbitrary spatial sections simultane-
ously can be performed. The ISA interface slot of IBM PC
in a control and data acquisitions is used.

In a combination with a Fabry-Perot interferometer
(FPI) the spectrometer provides simultaneous registration
of spatial and spectral distribution of radiation intensities.

Thus, the spectrometer allows measuring contours of spec-
tral lines in different spatial points of plasma volume [9].

We suppose that electric arc discharge plasma has
axial symmetry. It means that radial distributions of each
parameter of electric arc plasma (electron density, tem-
perature and emitting atoms) are characterized by such
symmetry. Previously the graphical program interface,
which is based on such approach, was developed to pro-
vide the treatment of experimental obtained interfero-
grams [9]. As a result in a case of dominating quadratic
Stark effect of spectral line broadening it can be possible
to measure radial profiles of electron density in a column
of arc discharges.

© Semenyshyn R., Boretskij V., Babich I., Veklich A., 2010
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Fig. 2. Interferogramms of spectral line emissions
in plasma of electric arc discharge between silver electrodes
N., cm® We measured the radial distributions of electron density
in plasma of arc discharge between silver electrodes at the
A first stage of investigations. The spectral lines Agl 466.8nm
10" t 9 and Agl 447.7nm as well were used (see Fig. 2, a-b). Ob-

—u— Agl 447.7 nm
—o— Agl 466.8 nm

1015

r,mm

Fig. 3. Radial profiles of electron density in plasma
of electric arc discharge between silver electrodes

Radial distribution of electron density. The radial
distributions of electron density in plasma of electric arc
discharge between composite Ag-CuO and silver elec-
trodes were investigated. We studied interferograms of
copper and silver spectral lines Cul 515.3 nm,
Cul 448.0 nm, Agl 447.7 nm and Agl 466.8 nm. In the tem-
perature range 5000-10000 K the typical value of line half-
width, which is caused by Doppler effect, lies between
0.0021 and 0.0036 nm. The typical value of line halfwidth,
which is caused by quadratic Stark effect, lies between
0.0190 and 0.0432 nm at electron density 10'® cm™. Nec-
essary spectroscopic constants in such techniques were
taken from papers [2, 4]. One can conclude that Doppler
effect is negligible in comparison with quadratic Stark ef-
fect. So, in our investigation we supposed that the dominat-
ing broadening mechanism of these spectral lines is a
quadratic Stark effect.

tained profiles of electron density are shown in Fig. 3. One
can see that these profiles agree within the error of meas-
urement. Therefore it is the reason to select these lines as
well as appropriate spectroscopic constants for the pur-
pose of diagnostics in our investigation.

At the next stage we studied interferogramms of spec-
tral lines to measure the radial distribution of electron den-
sity in plasma of an arc discharge between composite elec-
trodes on the base of silver Ag-CuO (see Fig. 4). Obtained
profiles of electron density in such discharge column are
shown in Fig. 5.

Obviously spectral line Cul 448.0 nm cannot be used in
plasma diagnostics of an electric discharge between com-
posite Ag-CuO electrodes. The matter is that this line coin-
cides very closely with Agl 447.7 nm spectral line (see
Fig. 4, a, b) in the free spectral range of FPI (0.33 nm). It
was naturally to take into consideration additionally the
copper spectral line Cul 515.3 nm in this case just because
we successful used it in our previously investigations [1].

As it turned out the spectral lines Agl 466.848 nm un-
fortunately cannot be used in plasma diagnostics of an
electric discharge between composite Ag-CuO electrodes
too. It was found by detailed investigations of this line inter-
ferograms that it coincides very closely with Cull
466.729 nm ion copper or/and Fel 466.746 nm iron spec-
tral lines (see Fig. 4, c). The addition of iron in composite
electrons can be realized in the production process. If this
is the case we can use this line in the testing of material
purity. The additionally identification of spectra is still in
progress and the reason of significant broadening of the
spectral lines Agl 466.848nm is still to be determined.
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Fig. 4. Interferogramms of spectral line emissions in plasma of electric arc discharge between composite electrodes Ag-CuO
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Cu

—x— Cul 448.0

N., cm™

1015

e B

1015

Fig. 5. Radial profiles of electron density in plasma of electric
arc discharge between silver and composite Ar-CuO
electrodes as well
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Fig. 6. Radial profiles of electron density in plasma of electric
arc discharge between silver, composite Ar-CuO and copper
electrodes as well
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It was found that profiles of electron density obtained by
various atom spectral lines agree as well within the error of
measurement.

For the purpose to compare our results with the same
results obtained in plasma investigation of arc discharges
between copper electrodes in Fig. 6 the additional profile of
electron density in this mode of arc operation is shown. We
must be able to use in diagnostics the next one another
copper spectral line Cul 448.0 nm in this case. Unfortu-
nately spectral line Cul 515.3 nm was withdrawn from the
consideration. The matter is that it was naturally supposed
that copper atom concentration in plasma of free burning
electric arc between copper electrodes is much more in
comparison with an electric discharge between composite

Table 1. Spectroscopic data for Agl

Ag-CuO electrodes. The mass ratio of component in such
electrodes is 90(Ag)/10(CuOQ). Therefore in plasma of elec-
tric arc between copper electrodes the self-absorption of
spectral line Cul 515.3 nm can be realized more signifi-
cantly in a comparison with the line Cul 448.0 nm. One can
be convinced of the correctness of this conclusion by com-
parison of corresponding spectroscopic constants of these
spectral lines (see Table 1). Moreover, evaporation condi-
tions of copper atoms from surface of copper electrodes
can be differs essentially from those conditions at compos-
ite Ag-CuO electrodes. It is necessary to carry out addi-
tionally metallographic investigations of surface electrodes
to found a real reason of this phenomenon.

and Cul spectral lines [3, 4, 5, 6].

Stark width, nm
Element A, nm E;, eV E\, eV gi Ok gifix
T=5000, K T=10000, K
Agl 447.7 3.664234 6.433600 2 2 3.2e-02 0.019 0.0209
Agl 466.8 3.778389 6.433600 4 2 6.1e-02 0.0206 0.023
Cul 448.0 3.786150 6.552852 2 2 9.0e-03 - 0.0422
Cul 515.3 3.786150 6.191593 2 4 4.8e-01 - 0.0346

So, to avoid any kind of experimental errors determined
by probable self-absorption of spectral line Cul 515.3 nm
we withdrew it from the consideration in plasma diagnostics
of electric arc between copper electrodes.

Thus we can conclude that in electric arc discharges
between various kinds of electrodes at arc current 30 A
profiles of electron density obtained by various atom
spectral lines agree within the error of measurement. Se-
lected spectral lines as well as appropriate spectroscopic
constants can be recommended to use in diagnostics of
such kind plasma.

Conclusions. The radial distributions of electron den-
sity in plasma of electric arc discharges between silver
electrodes or composite electrodes on the base of silver
(Ag-CuO) were determinated.

The obtained results are in a good agreement with data
of electron density in plasma of electric arc discharge
between copper electrodes.

The selection of Agl and Cul spectral lines as well as
appropriate spectroscopic constants for the purpose of
diagnostics was realised. Namely, copper and silver spec-
tral lines Cul 515.3 nm, Cul 448.0 nm, Agl 447.7 nm and
Agl 466.8 nm can be used in a case of the quadratic Stark

UDC 536.6

effect of the dominating broadening mechanism of these
lines are recommended to use in investigations.
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DETERMINATION OF CHARACTERISTICS
OF COUPLED FERROMAGNETIC SPIN-VALVE LAYERS

The possibilities of coupled ferromagnetic layers characteristics determination by means of magneto-optical methods were
considered. The accuracy and efficiency of their application were evaluated by means of comparison the results with electric

measurements.
Key words: magnetization, spin-valve, magneto-optics.

Po3ansdarombcsi MOXIUBOCMI 8U3Ha4YeHHsI Xapakmepucmuk 36's3aHux ¢hepoMazHimHuUx wapie crniHoeux KianaHie mazHi-
moonmu4yHUMuU Memodamu, Mo4YHicmb ma egheKmueHicmb 8UKOPUCMAHHSI SIKUX OUiHIOEMbLCS MOPI8HAHHAM pe3ysibmamie 3

e/leKmpuUYHUMU 8UMIipPrO8aHHSIMU.

Knro4oei crioea: HamazHivyyeaHHs1, cniHoeull KnanaH, Ma2Himoonmuka.

Introduction. Magnetoresistive properties of sand-
wiches consisted of ferromagnetic nanolayers separated by
non-magnetic sublayer — the so-called spin-valves (SV) are
permanently the subject of interest after their discovering in
90"™. This interest is caused by their extraordinary proper-

ties, that allows to use the SV as magnetic reading heads,
magnetic field sensors, memory cells, etc. Studying of
macroscopic magnetization reversal behaviour of ex-
change coupled Fe/Cu/Fe films at room temperature by
means of magneto-optical Kerr effect (MOKE) magnetome-

© Sohatsky V., Shulimov Y., 2010



PAOIO®I3UKA TA ENNIEKTPOHIKA. 14/2010

~ 45 ~

try have some advances as e.g. the possibilities of local
and total area measurements, accuracy, clearness, etc.

The absence of general theory of magnetic hysteresis
and dynamics of spin reversal transition in ultra thin layers
as well as necessity of improving the SV reading heads
characteristics as e.g. resolution, frequency threshold, op-
erating field range due to growing magnetic recording den-
sity caused further studying the effects of remagnetization
in SV. Investigations of the equilibrium states of magnetiza-
tion in SV allow to determine the dependence of electron
potential on spin orientation, to evaluate the optima thick-
nesses of the SV layers. A lot of theoretical works using
Monte Carlo simulations of the lattice Ising model, contin-
uum model or phenomenological one, based on extensions
of the classic Neel-Brown model do not give yet a complete
description of the behaviour of magnetization in the SV
layers with the domain structure (DS). There are also defi-
ciencies in explanation of the role of interfaces, dynamic
properties at the nanoscale, etc. Evaluation of the optima
parameters of SV and correlation of calculated and ex-
perimental characteristics are still also the problem. More-
over the effects of remagnetization are too complicated for
theoretical description especially in small fields because of
inhomogeneities caused by the domain structure.

Experiment. MOKE magnetometry was used for study-
ing the surface magnetization properties of the SV with
various thicknesses of the layers from several monolayers
till several tens of nanometres. The typical values of Kerr
rotation angle of reflected from Fe plane polarized light
were about 4'+-8', while the noise rate did not exceed 10".

In order to approach to some of the above mentioned
problems we've studied quasi-static and dynamic MOKE
hysteresis loops, taken from the total film surface, or
small local areas of the surface or from the separated
cells, being also subjected to influence of the electric cur-
rent in various geometries of the applied voltage. In order
to clear the details of remagnetization a lateral size of the
SV cells have been changed from the hundreds down to
single micrometers.

The films consisted from the Fe layers with a Cu
sublayer, that are modelled by non-symmetric Fe/Cu/Fe
slabs could have both collinear and non-collinear magnetic
configurations and the latter depends on the layers thick-
nesses [1]. The measurements were carried out in order to
verify the availability of calculations, based on rather simple
semiclassical model for description of the magnetization in
SV layers and separated cells [2].

Due to complicated observation of the DS displacements
on a short timescale by MOKE we used the Barkhausen
jumps (abrupt changes of magnetization in changing applied
field), appeared on the hysteresis loop. Variation of the fo-
cused laser beam diameter from 20 microns till several mil-
limetres allowed to record the local and the total magnetiza-
tion curves and to evaluate a velocity of the domain wall
motion. The number of these jumps decreased with decreas-
ing of the separate cells lateral sizes below several microns
(depending on the ferromagnetic layer thickness) especially
in the submicron range. The increasing role of rotating
mechanism of remagnetization in low sized cells cause
changes in the shape of the loop to more oval. Increasing of
the magnitude of a.c. field as well as decreasing of the illu-

minated area gradually decrease a number of jumps and
increase their height. At the same time decreasing of the cell
size decreased MOKE signal that made more complicated
application of the above method.

Technology. Three metal layers were consistently depos-
ited by thermal method on the glass substrate in vacuum
(10‘5 Torr). The layers had various thicknesses from sev-
eral nanometers till several tens nanometres that was
measured by the optical transmittance. In some samples
the non-magnetic intermediate Cu sublayer was done as
wedge, i.e. with alternative thickness. This allowed to study
the influence of thickness on hysteresis loop, magnetore-
sistance and other parameters of the SV. The directions of
anisotropy axes of ferromagnetic layers was different be-
cause of the different position of the sources and corre-
spondently different inclination angles of deposited sub-
stances (Fig.1a). Such a non-collinear configuration is con-
venient for investigations of remagnetization and perspec-
tive for creation of analogue sensors of magnetic fields.

Fez Fez
Cu Cu Fe, Cu
Fe, Fe, Fe,; Fe; Cu

’ ]
v Fer pe it o Fey

Fig.1 Spatial arrangement of the sources forming various
anisotropy directions in SV layers (a) and separating layers
by the shadow pattern method (b)

Additionally the individual layers of various thicknesses
were deposited on another closely disposed substrates as
it's shown on Fig.1b. The characteristics of such individual
layers were measured for comparison with the coupled
layers in sandwiched SV structures.

Results and discussion.

1. Anisotropy axes. The directions of magnetic anisot-
ropy axes can be determined from the shape of the hys-
teresis loops obtained at various azimuthal directions of
magnetization. The remagnetization occur from the oppo-
site directions of M, and M (the first is a magnetization of

the hard and the last of the soft magnetic layer) to their
parallel direction across the anisotropy axis. The influence
of the latter leads to appearance of breaks on the hystere-
sis loops and to changes of their inclination (Fig. 3a,b). So
the loops with breaks evidenced the existence of anisot-
ropy axes in the soft layer and almost stable state of the
hard layer magnetization M, .
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Fig. 2. Hysteresis loops taken from the top soft layer (a,c-f) and the bottom hard one (b)

Since the field of the bottom hard magnetic layer have
strong influence on remagnetization of the top soft layer, so
the most rectangular hysteresis loop would be in case of re-
magnetization along the light anisotropy axes of the top layer.

The interlaced hysteresis loop shown on Fig.2e is a re-
sult of join remagnetization of two SV layers. Initially a soft
layer begins to demagnetize monotonously from saturation
down to small remanence in decreasing down to zero field
H . During the next magnetization in opposite field a mo-
notonous increasing of magnetization (its absolute value)
continue till H=27 Oe and then decrease in the range
AH =80e from 27 till 350e. Such break of monotonous
growing was caused by reorientation of the hard layer
magnetization, that slightly pull the soft layer magnetization
in the opposite direction. Then further growing external
magnetic field again increases M.

A frequency threshold of the SV switching field strongly
depends on mechanism of remagnetization in small fields.
The motion of magnetic moment in every magnetic layer
can be described by Landau's equation for magnetic mo-
ment of this layer, that have to be solved in quasi-classic
approximation in order to evaluate time-dependent charac-
teristics of magnetization:

6Mi =Y [M/ x HiEfj|

ot
The effective field in equation includes external field, ex-
change coupling, anisotropy and demagnetizing field. The
equilibrium directions of magnetization and their correlation
with the layer parameters, can be obtained from the

solution of the equation for free energy F dependence on
the azimuthal angle:
oF 100, =0

and the results [2] can be used for definition of the mag-
netization curve of SV with variable parameters:

M(H) =’ M, cos(6;)

This equation shows that a threshold value directly pro-
portional to the exchange integral of the system and de-
pends on the structure parameters and external magnetic
field. So choosing parameters of the layers we can de-
crease a threshold current until the SV remains stable.

2. Optical transmittance and absorption. The trans-
mittance was determined by means of optical spectrometer
for visible and nearest UV and IR bands. We were able to
measure optical transmittance of every layer separately
due to a special mask used during the deposition and to
determine the thicknesses of these layers, taking into con-
sideration the known optical absorption and reflectance
indexes of Fe and Cu surfaces. The total transmittance of
three layers was also measured and compared with the
values obtained for every layer.

The depth of visible light penetration in metal Fe layer

h :%nx can be determined using of absorption index for
Fe x = 1,63. For visible spectral range one can obtain the
approximate values as presented in the next table, which
can be further used for evaluation of the layer thicknesses.

Table 1
A, HM 400 500 600 700
h, HM 20 25 30 34
r, % 56 57 58
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Using a formula for the intensity damping /=/,e” "%,
where [, is an initial intensity of light; L - thickness of the

layer, one can evaluate the Ilayer thickness as
A / _— T

L =—--"—In+ or after substitution L. ~25-In| 1- ,

4y o Fe ( 0,674]

where T is a transmittance intensity in percents.

The obtained experimental results of transmittance
somewhat differ from the values, calculated with formula
(n-1)2+x
(n+1)2+x
experimental data mainly because of the rough and oxi-
dized Fe surface. Once more reason is availability of some
not registered admixtures. Thus comparison of the differ-
ences of such parameters allows to roughly evaluate the
quality of the surface and purity of the substance, although
it's complicated to separate the contribution of the above
reasons. Some conclusions can be done by exploration of
the surface with scanning probe microscope but at the
moment we were more interested in magnetic parameters,
that also usually noticeably depends on roughness of the
layer interfaces.

3. Resistivity. The resistivity of sandwiches was meas-
ured in order to determine the upper voltage limits to pre-
vent any thermal effects of the electric current. The films
demonstrate not rigorous correlation between the resistivity
and optical absorption since both parameters tend to in-
crease with increasing thickness (Fig.3).

for reflectance r = as well as from the literature

R, Ohm
T, %
700 T T = T T 7 T T r T 50
: 1 : : : ! ; ' '
600 - R
A R 11
500 A
400 I A
300 1 IR P
o S
200 - Py :
S L
100 i /_,_,..
0 ——— e 1o
1 2 3 4 5 6 7 8 9 10
Film Ne

Fig. 3. Resistivity (R) and transmittance (T) of Fe/Cu/Fe and
Fe/Cu/Ni (Ne4,5,7,8) and Ni/Cu/Ni (6) films

Break of the correlation for some films especially for Ne6
can be explained by much higher absorption index y for Ni,
that was used in this film as a material for both layers.

The pulses of electric current were created by means of
two needle electrodes that touched the surface of top layer,
which had a specific resistivity p=10'7 Ohm'm. The resis-
tance of film layer between the electrodes was determined
from the equation:

b-a
-9 1, ds~-2 L.  so
2nsoa s b-s ng, 4a

sponding current and resistivity were as the following:

the corre-

In(b/

|—onahj=2nahElr = PO o _ThU_ oo g_rin(b/a)
re, rin(b/a) n-h
was the typical value of resistivity, that was usually in the
range 4+400hm. That gives a possibility to evaluate the
increasing of a local film temperature in degrees under
. U-Il-At
t infl AT = . F

current influence as Cop.Sh+1 Sal or
typical indexes of the heat scattering by the surface
q ~5W/m’.deg (Cr, =450Jkg-deg; p,, =7880kg/m’), the

increasing of the temperature for fim area S=1cm? and

thickness h =10 Hm could be higher than AT > 100°C. In or-
der to prevent the heat effects we used the short pulses less
than 1<0,01s. In such a case it's possible not to take into

account a scattering heat W =%-S-AT , and the temperature
shift would be:

2
max:U—IT:LzZWA‘UZr.
Cm  rCpSin(b/a)
So making the distance b between the electrodes
shorter than 1 mm it is possible to rich the current density

. / 6.4n7 2 . . .
j= S~ omsh 10°+10" A/cm® without essential heating
of the sample. The currents of just such densities are used
for remagnetization of the SV soft layer by polarized elec-
tron transport [3, 4]. The films studied in this work were
intended just for the experiments with polarized currents.
Moreover, the DS of the films with rectangular hysteresis
loop can be simply changed by moving of the domain wall.
The energy of such remagnetization is much lower [5] than
in case of magnetization vector rotation, considered in [3,
4]. Thus we can evaluate a total magnetic moment carrying
Dlug
evnhe
magneton and use the equations for energy balance and
magnetic moment motion [5] for further calculations of the SV
parameters, that are fit in the best way for such a remagneti-
zation, caused in particular by polarized current [6].

Conclusions. Magneto-optical method is an effective
tool for investigation of remagnetization in ferromagnetic
layers of the SV up to mesoscopic scale. Remagnetized
soft layer of the SV tends to break on non-periodic domains
with a variable size in case of the structural inhomogenei-
ties availability. It's stayed monodomain in case of regular
crystallography with minor admixtures. Comparison of the
observed differences between the local and integrated
characteristics of the SV have shown the tendency of in-
creasing coercivity, switching field with decreasing of lat-
eral sizes of the separated SV cells.

AT

by the polarized electrons as M = , Where p,is Bohr
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THE EFFECT OF THE DURATION OF OPERATIONAL CURRENT IMPULSES
ON THE SPEED AND STABILITY OF JOSEPHSON CRYOTRONS

B OaHuli yac Ha ocHO8i 0)X03eghCcOoHI8CbKUX MyHesIbHUX nepexodie S-I-S muny ma 0do3e¢hcoHieCcbKUX KOHMakmie micmko-
8020 mMurny cmeopeHO maki J1I02i4Hi Npucmpoi sk 3anamM'amoeyroydi enemMeHmMu ma 3cyeHri pezicmpu. TpydHouwi, noe'a3aHi i3 pos-
PO6KO ma cmeopeHHsIM MaKux cmpyKmyp, Maromsb sIK MexHoJs102iYHul, mak i ¢pizuyHull xapakmep. ®izu4Hi npobnemu noe 's-
3aHi 3 mum, wo we He No8HicMIO sus4YeHi ocobnueocmi nepexiOHux npouyecie, siki NPOXo00sIMb 8 MaKux eJleMeHmax nam'smi nio
4Jac KepyeaHHsl ix /Io2iYHUM cmaHOM ma 3MiHU /102iYHO20 cmaHy, OCKiNlbKu OXK03eghCcoHieChbKi /102iYHi Nnpucmpoi € cknadHumMu

HeniHillHUMU K8aHMOBUMU KOJIUBHUMU cucmemamu.

Knroyoei cnosa — dxo3egpcoHiecbkuli KpiompoH, iHghopmauyiliHuli nepemeoproeay, keaHmMoea KoMipka nam'ami, nepexioHi

Xapakmepucmuku, 102iYHuUll nepexio.

To date, based on S-I-S Josephson tunnelling junctions and Josephson bridge contacts, such logical devices as memory
cells and shift registers have been created. The development of these devices faces difficulties of both technical and physical
character. The physical problems are due to the fact that the transitional processes that take place in such memory cells during
the change of their logical state have not yet been fully understood since Josephson logical devices are complex non-linear os-

cillatory systems.

Key words — Josephson cryotron, information transformer, quantum memory cells, transitional characteristics, logical transition.

Introduction. Nowadays, there have been developed
such logical devices as memory cells and shift registers,
created on a basis of S-I-S Josephson tunnelling junctions
and Josephson bridge contacts [1-3, 6, 8]. Josephson logi-
cal devices have relatively high operation speed, low power
consumption during the logical state switching, and small
sizes in the micron and submicron range. Besides, it is
technologically possible to combine individual Josephson
elements into high-density matrices. The development of
such structures is connected with technological as well as
physical complications. The physical problems are mainly
due to our insufficient understanding of the transitional
processes that take place in these memory devices during
the change of their logical state since Josephson logical
devices are complex non-linear quantum oscillatory [5, 7].

In our previous publications [4, 9, 10], we reported on
having created a mathematical model of transitional proc-
esses in Josephson memory cells (cryotrons) based on S-I-
S Josephson structures. The transitional characteristics of
the cryotrons based on high-temperature superconductors
for direct ("0"— "1") and inverse ("1"— "0") logical transi-
tions, that were obtained by means of mathematical model-
ing, let us conclude that the operation speed of such cryo-
trons, whose commutation time was found to be 2-5 ps,
can considerably exceed that of traditional computer mem-
ory cells. In the present work, we perform further investiga-
tions of physical processes in Josephson cryotrons.
Namely, we calculate the cryotrons' transitional character-
istics for the case when the change in their logical state is
triggered by current impulses and analyze the influence of
the controlling impulses' duration on the commutation time,
which defines the cryotrons' operation speed.

Mathematical model of transitional processes. The
mathematical model of transitional processes in Josephson
cryotrons is based on the following differential equation [4]

Chd? G(V)rdd 1)

I, =1.sinp +——+
p=lcsing 2e dt?*  2e dt

where [, is the operational electrical current flowing

through the cryotron, /. is the cryotron's critical current, C
is the junction's capacity, G(V)is the tunnel junction's con-
ductance in the case of single-electron tunneling (in gen-
eral, the conductance G depends on the voltage V
across the cryotron), 7 is the Planck's constant, e is the
electron charge, ¢(t) is the unknown function that de-

scribes the time dependence of the phase difference of the
superconductors' wave-functions on both sides of the tun-
nel barrier. Once ¢(t) is found, one can use the well-

known equation for the non-stationary Josephson effect,
hdd *h
Vity=——"=—10¢", 2
® 2e dt 2e<'> @
and find the cryotron's transitional characteristic V(t) — the
time dependence of voltage V(t) during the change of the

cryotron's logical state — that contains the information
about the course of transitional processes and allows to
determine the commutation time — the characteristic time of
a transitional process.

For the operation temperature T = 11,6 K, the voltage
to current (V-I) characteristic was approximated by a sim-
ple mathematical function:

@)

(V) =G, -{0,942-v— 0,940V } ,

1+(0,054V)'5

where G, is the normal conductance of the tunneling junc-

tion in the range of voltages, where the junction becomes
ohmic. In the model, we used the V-I characteristic for the
temperature that is by a few degrees higher than the boil-
ing temperature of liquid helium in order to account for the
cryotron's local heating. On the other hand, it is known that
the V-l characteristics of a S-I-S structure are weakly de-
pendent on temperature provided that it is much lower that
the critical temperature [10]. The logical state of the cryo-
trons was controlled by external current impulses, whose
shape was given by the mathematical function:

_ 4

1(t)=1, exp[—(tt tj) J where |, is the amplitude of the
0on

current impulse, the parameter t,, defines the average

duration of the nth impulse Af, (Af, = 2t ), t, is the
time when the nth current impulse was applied. Such a
shape of I,(t) was chosen among a series of impulses

2 4 6
e, et e

,e”8 , ... because of the following reasoning.
First, the e impulses are more localized in time com-
pared with the e’ impulses. Second, mathematical ex-

pressions with the et impulses do not complicate the

© Tyhanskyi M., Partyka A., Kharko O., 2010
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working differential equations as much as the e or e
impulses do [9]. In order to obtain the transitional

(t-t) (t-t,)0*) Cn, 0,940-V
I+, exp| ——— |- exp| — =—¢"+|G,-|0942.V -————
pTlo p[ ¢4 o €Xp e¢ ) 1+ (0,054 .V/)° X

01 t024 2

where t, and t, are the times when the first and the sec-
ond impulses were applied, f,, and {,, are the halved du-

rations of the first and the second impulses, respectively.
Determination of the commutation time. In Fig. 1,
we present the transitional characteristic of the cryotron
V(t) during logical transitions "0"— "1" and "1"— "0",
calculated by solving Eq. (4) with the following model pa-
rameters: /. =0,0155 mA, /, = 0,008 mA, C =0,82x 107
pF, G, = 0,58x10° Q", I, = 0,008 mA, t, = 10 ps and
t,=30 ps. At t, = 10 ps, a current impulse was applied to
the cryotron, causing the increase of the operation current
by the value of /,, which then led to the increase of the
cryotron's current and initiated a transitional process cor-
responding to a logical transition "0" — "1". After the logi-
cal transition had been completed, the voltage V, set on

across the cryotron. The value of this voltage is deter-
mined by the V-l characteristic of the Josephson tunnel-

ing junction and is approximately equal é, where A is
e

the energy gap of the superconductors that are used in
the S-I-S tunneling junction. The commutation time of the

cryotron in the case of logical transitions "0"— "1", Ar,,
was defined as a time interval during which the voltage
V(t) changed from 0,1, to 0,9V, .

Analogously, we defined the commutation time of the
cryotron in the case of a logical transition "1"— "0", At,,

that started at t,= 30 ps, after the second current impulse
had been applied. As can be seen from Fig. 1, this transi-
tional process was not smooth, but rather had an oscilla-
tory character, with damped oscillations of voltage V/(t)
across the cryotron. The commutation time of the cryotron
in the case of the logical transition "1" — "0", At,, was de-
fined as a time interval from the moment when the transi-
tional process began to the moment when the amplitude of
the voltage oscillations became less than 0,1 . So far we
believe that it is impossible to obtain logical transitions
"1" — "0" without voltage oscillations.

The cryotron's transitional characteristic shown in Fig. 1
corresponds to a stable operation regime since it demon-
strates that the logical transitions "0" — "1" and "1" —» "0"
took place, i. e., that the cryotron changed its logical state.

characteristic of the cryotron V(t), we solved the differen-
tial equation:

h
—¢'+1_sing, 4
So b rlsing, (@)
V(t)
Vo
0,9V,
0,5V,
0,1V,
0
0 10 20 30 40
t, ps

Fig. 1. The transitional characteristic of a cryotron during
logical transitions "0" — "1" and "1" — "0".

The dependence of the commutation time on the
duration of controlling impulses. In order to obtain the
dependence of the commutation times of direct and inverse

logical transitions ( At, and At,, respectively) on the dura-
tion of controlling impulses, we calculated transitional char-
acteristics for different At, and At, values and determined

At, and At, from them. The amplitudes of the controlling

impulses as well as the rest of the model parameters were
fixed. We took into account only those transitional charac-
teristics that demonstrated stable operation. In the case
when the cryotron's operation is unstable, i. e., the control-
ling impulses do not trigger an expected transition, it is
meaningless to speak about a commutation time. In Fig. 2,
we present the calculated dependence of the commutation

time Ar, of direct logical transitions on the duration of con-
trolling current impulses At,. One should note that
At,(At;) does not behave monotonously, but instead has a

well pronounced minimum at Af, = 2 ps. This dependence
can be used for optimization of the cryotrons' parameters
and enhancing their operation speed. In the range from
At,=1 ps to At,= 3 ps, the commutation time Art, is mini-
mal and does not exceed 3 ps. When the duration of con-
trolling impulses is less than 0,5 ps, the cryotron does not
change its logical state from the initial state of logical "0", i.
e., the direct logical transition "0"— "1" does not occur.

Such a regime is classified as unstable. In the interval At

> 3 ps, the increase of the duration of controlling impulses
leads to increasing of the commutation time as well, and for

At, > 6 ps the cryotron's operation becomes unstable. For
a given set of model parameters, we found that the optimal
duration of controlling current impulses is At,= 2 ps, which

provides the commutation time as short as At,= 1 ps.
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Fig. 2. The dependence of the commutation time Ar,

on the duration of controlling current impulses At, for logical
transitions "0" — "1"

Similarly, we obtained the dependence At, (At,) for in-
verse ftransitions "1" — "0" (Fig. 3). In this case, however,
At,(At,) does not have a well pronounced minimum. In

the interval from At, = 3 ps to At, = 6 ps the commutation
time increases, while in the interval from 6 ps to 10 ps it
almost does not depend on the duration of controlling im-
pulses At, and varies only slightly from 6,5 ps to 7 ps.
When the duration of controlling current impulses At, is
less than 3 ps, the cryotron enters an unstable operation
regime, i. e., the inverse logical transition "1"— "0" does
not occur. For Af, > 10 ps the commutation time consid-

erably increases, and for At, > 15 ps the cryotron's opera-
tion also becomes unstable. We therefore conclude that
the duration of controlling current impulses At, =4 — 6 ps
should be regarded as optimal, which allows to decrease
the commutation time down to 5 — 7 ps.

By comparing the results that we obtained for direct
logical transitions "0"— "1" and inverse logical transitions

"1"— "0", we can arrive at the following conclusions: i) the
duration of controlling current impulses At, has no effect

on the transitional processes during inverse logical transi-
tions "1"— "0" and the commutation time Art,, and vice
versa; ii) it is required that the duration of controlling im-
pulses for inverse logical transitions "1" — "0" be by a fac-
tor of 2 -3 longer than that for direct logical transitions
"0" — "1"; iii) in the optimal operation regime, the speed of
the cryotrons is larger in the case of direct logical transi-
tions "0" — "1" since At, = 2 ps while At, ~ 5—-7 ps.

A‘Cz . PS °
8 ] o
7 B 3 o
670, °
4 6 8 10 12 14
At;, ps

Fig. 3: The dependence of the commutation time At,

on the duration of controlling impulses Atf, for logical
transitions "1" — "0"

Conclusions. The dependences of the commutation
time on the duration of controlling current impulses are
obtained from the calculated transitional characteristics of
the Josephson cryotrons. These dependences are then
used for determination of intervals of stable operation of
the cryotrons and for optimizing the model parameters
such as to achieve higher operation speeds of the cryotron-
based memory cells. The analysis of the obtained results
leads us to the following conclusions:

1) the duration of controlling current impulses that trig-
ger direct logical transitions "0" — "1" does not affect in any
way the transitional processes during inverse logical transi-
tions "1" — "0" and their commutation time, and vice versa,;

2) for inverse logical transitions "1" — "0", the control-
ling current impulses have to be of 2 — 3 times longer dura-
tion than those for direct logical transitions "0" — "1";

3) in the optimal operation regime, the operation speed of
the cryotrons is higher in the case of direct logical transitions
since their commutation time At, = 2 ps while the commuta-

tion time for inverse logical transitions At, ~ 5—7 ps.
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PULSE POWER SUPPLY OF ELECTRIC ARC DISCHARGES

B po6omi HaseOeHi pe3ynbmamu po3pobKku iMnysIbCHO20 GXepesia ueseHHsl i3 cmabinizayiero cmpymy Oy BUKOHaHHSI do-
cnioxeHb nna3mu dyau, w0 20pumb MK naaskumMu erekmpodamu. Po3ansiHymi npo6iemu cmeopeHHs makozo Oxepesia ma
3anponoHoeaHi wisixu ix eupiweHHs. 3 Memotro 6anaHcyeaHHs1 cxemMu pPo3pobreHull opuziHanbHUll npozspamMHull an2opumm Ossi
peanizayii wupomHo-imnynbcHoi MoOynsAyii i3 3any4YeHHAM MikpokoHmposepa ATtiny2313 ¢hipmu Atmel.

Knroyoei cnoea: dxxepersio uesieHHs, WUpPOMHO-iMiyJibCHa MoOyisiyisi, MikpOKOHmMpoJsep.

The development of the pulse power supply with a current stabilization is discussed. The problems of this power supply de-
velopment as well as methods of such problems solving are considered. The original program algorithm is realized on the base
of Atmel microcontroller ATtiny2313 to provide the pulse-duration modulation in balancing scheme.

Keywords: power supply, pulse-duration modulation, microcontroller.

Introduction. The research and development activity in
the field of the low-temperature plasma deals often with a
thermal arc technology. Such kind of industrial branch is
based on the application of electric arc discharges with the
aim to have a source of a heat power. Many of these tech-
niques have been used over many years. Nevertheless the
base physics processes in plasma of such sources must be
still clarified. The additional investigations of plasma pa-
rameters are carried out by many scientific groups nowa-
days. That is why the development of the stabilized power

supplies of such electric arc discharges is the goal of great
importance. The many kind of commercial or experimental
prototypes of such supplies are well known [1-3]. But the
sufficient disadvantage of industrial units is that the ratio of
quality and price is unacceptable.

The main aim of this paper is the development of the
pulse power supply of electric arc discharges with a current
stabilization.

Development and discussion. In Fig. 1 the block dia-
gram of this power supply is shown.

~220V

output of
transistors control

control unit

input of
feedback

+310V D3

%u

Rpl

R1

Fig. 1. The block diagram of the pulse power supply of electric arc discharges with a current stabilization

The general principle of this scheme operation is next.
The AC voltage enters the AC/DC converter which is as-
sembled by the bridge circuit. The no-load DC voltage of
310 V is smoothed by the electrolytic capacitor C1 of high
capacity. At the next step the DC voltage is converted by
power transistors to the AC voltage of high frequency. The
matching load is realized by pulse transformer T1. Then

the AC voltage is rectified by high frequency diodes D3 and
D4. This DC voltage is smoothed by the choke L1. Then it
enters the load (the electric arc discharge Rpl).

The control unit monitors transistors performance. It
measures the current in the resistance Rpl by the measur-
ing of the standard resistor R1 voltage and the following
comparing with a reference one. So, the feedback signal is

© Fesenko S., Boretskij V., Veklich A., 2010
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generated to the stabilization of the arc discharge current
by the transistor current cutoff. This pulse-duration modula-
tion (PDM) method is chosen with the aim of the current
rise acceleration in the load on the power supply up.

The unit of the PDM controller as a base of the power
supply unit is shown in Fig.2. The eight-bit Atmel micro-
controller ATtiny2313 was used in this scheme. The opera-

pulse
transformer

output of the
balancing error

output “ERROR ”
of zero control

tion of the PDM controller is in the following. The microcon-
troller renders one of two transistors conductive and makes
a zeroing of the counter register TCNTO of the eight-bit
timer-counter TO. When the counter register TCNTO
achieves the value, which is wrote down to the register
OCROA, the interruption is called by a channel A.

+5V > 20 1 < “RESET”

T

input signal of

the reset error

Lo
7

\d\
~
S

=

input balancing

T\L

input of the - {15
generation suspending

clLezhunly

Q1 Q2
amplifier
amplifier
R4
— e — < #+15V
R5
D
o—] DR R1
a S——
D2 © -
D R D1 D3
o R2
e -5V

R3

+5V

H

output signal T2 9
“RESET” of the

protection system

R6 DD1

1T

D4

Fig. 2. The unit of PDM controller

The drive transistor is cut-off and microcontroller's in-
put signals are red as well by the interrupt-handling pro-
cedure. When this procedure is finished the current bal-
ance check of transistors is realised by operational ampli-
fier which is shown in the scheme. It is performed to avoid
the simultaneous rendering of both transistors conductive
as soon as this situation looks like the short circuit of the
power supply 310 V.

If the both transistors current is nonzero then the mi-
crocontroller generates the output error signal on the lead
"17" and waits the transistors current cut-off. After that it
renders another transistor conductive. Until this transistor is
rendered the test of the balancing scheme signal takes
place (the lead "16" of the microcontroller).

Sometimes the asymmetrical winding at the stage of a
production of the pulse transformer was taken place. In this
case transformer windings afford the different incremental
inductance. Therefore the demagnetization of the trans-

former will be insufficient at the alternate switching of tran-
sistors. As a result the saturation will take place.

To avoid this situation the balancing scheme is realised
on a base of the special designed program algorithm. Its
hardware implementation is performed by the microcontrol-
ler. Namely, the lead "16" of the microcontroller takes part
in this algorithm realization (see Fig.2).

The additional special stabilization unit (see Fig.3) was
developed to form the signal of the generation suspending.
This signal is formed when the load current takes the
maximal defined value. As a load current probe the stan-
dard resistor is used. This resistor R1 is shown in Fig.1.
The stabilization is realised due to the comparison of the
resistor voltage with the standard one. As a result of com-
parison the feedback signal to the microcontroller is
formed. This signal terminates the generation until the de-
creasing of the load current.
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Fig. 3. The special stabilization unit to form the signal of the generation suspending

Conclusions. The original pulse power supply of elec-
tric arc discharges with a current stabilization was devel-
oped. The universal Atmel microcontroler ATtiny2313 was
used to realize the pulse-duration modulation. The scheme
balancing is provided by the special original program algo-
rithm of the microcontroller in the case of asymmetrical
transistors currents.

1. HartmanD. Design & Build your own Arc Welder. -
http://www.dansworkshop.com/electricity-and-electronics /homebuilt-arc-
welder.htm 2. BonoauH B. C6opHuk cTaTen. -
http://valvolodin.narod.ru/articles.htmi 3. CBapoyHble annaparbl. -
http://corason.com.ua/db1/ mag/495
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THE MONITORING OF DISTANT EDUCATIONAL SYSTEMS
AND AUTOMATICALLY TESTING SYSTEMS

Ha ocHoei aHanizy nokasHukie sskocmi mecmoeux rnpocmopie, ix MempuKk ma wkaJs oyiHro8aHHs1 06paHo mi 3 HuUX, wjo mMo-
Xymb 6ymu eukopucmaHi npu npoeedeHHi MiflomHo20 eKcrepuMeHmy ma MOHImopuHay cucmem OucmaHyiliHo20 HasYaHHS
(COH) ma cucmem aemomamu3oeaHo2o mecmyeaHHsi (CAT). YOockoHaneHo eidoMi cnocobu ouyiHlo8aHHSI NMoKa3HuUkKie sikocmi
mecmoegux npocmopie CAH ma CAT Ha ocHoei e8edeHHs1 HenapaMempu4HUX OUiHOK. 3anponoHoeaHO iH¢hopmayiliHo-

eumiproeanbHe ma anzopummiyHe 3abesnevyeHHst C[JH ma CAT.

Knroyoei cnoea: noka3Huku sskocmi mecmosux npocmopie, NiylomHuli excriepumMeHm, MOHIMopuH2 cucmem AucmaHyiliHo20

Hag4YaHHs1 ma cucmemM aemomMamu308aH020 mecmyeaHHsl.

On basis of the analysis the characteristics of quality of tests spaces, its metrics and evaluation scales chose such that can
be used for realization pilot experiment and monitoring distant educational systems (DES) and automatically testing systems
(ATS). Improved known means for quality evaluation of the such characteristics by introducing non-parametric estimations. Pro-
pose the information-measuring and algorithmic support for monitoring of DES and ATS.

Key words: characteristics of quality of tests spaces, pilot experiment, monitoring distant educational systems and automati-

cally testing systems.

Introduction. Wide development of distant educational
systems (DES) and automatically testing systems (ATS)
need to elaboration algorithmic support for monitoring such
systems. The monitoring DES and ATS should be devel-
oped on the all stages of working up these systems: crea-
tion the project, strategic calculation, developing, pilot ex-
periment and exploitation [1], in such of which must be
realized fixed tasks. The special importance the monitoring
of DEC and ATS mean during of standardization and ex-
ploitation. If the systems destination for small samples of
students, than execution of effective standardization such
systems can not be realized, because are not enough ex-
perimental data for estimation characteristics of quality.
Therefore, the monitoring of systems allows to receive ex-
perimental data for more precise preliminary results and for
decreasing uncertainty of obtained estimations. So, solu-
tion the task of estimation the characteristics of quality DES
and ATS, that are based on experimental data, were of-
fered in this article.

Theoretical study the problem. With that end in view
carried out investigation of the characteristics of quality
DEC and ATS, its metrics and evaluation scales, that can
be measured during pilot experiment and experimental
exploitation. The characteristics of quality, which was ex-
amined: reliability of testing procedure, validity, differential
ability and difficulty of test's items.

On basis of analysis and systematization existence
methods were chose such us can be used as base on dif-
ferent stages of life cycle DEC and ATS.

As a base means for estimation of reliability the testing
procedure on the stages of pilot experiment and exploita-
tion chose mean with evaluation the reliability of each test's
items by cross-correlation of results obtained for this items.
For calculation reliability of the test on the whole as a base
chose Spearman-Brown's formula.

The survey and analysis the kinds of validity, methods and
means for its estimation allows to chose as a base algorithm
by rank biserial correlation of test execution results.

The analysis of a posteriori methods of estimation the
item test's difficulty allows to chose the means by appraise-
ment the statistic level of accomplish the test's items. For
estimation of differential ability was chose coefficient of Yule.

The calculation of its indexes of quality in the classic
theory carry out with using primary marks of test's items
(the sum of correct answers on each test's items) and pri-
mary marks of students (the sum of correct answers on
test's items for each student), that are sufficient statistics of
multitude of primary data of test's results. At the same time

show up the contradiction, that is as follows. The multitude
of primary marks of test's items and marks of students are
empirical system with behavior manifestations — ratio of
equivalence and ratio of order:

Q=(Q~:-)

where Q — behavior manifestations, ~;> empirical mani-

festations of equivalence and ratio of order.

For said above statistics is absent the ratio of size pro-
portionality behavior and ration for intervals. Therefore ba-
sic data of the test's results are reflected ordinary scale
N =(N;=;>) with allowable dealerships at elements of

scale in list: bigger, smaller, equal.

But most of means for estimation the quality indexes
DEC and ATS based on using operations for metrical scales
(calculation of simple average, quadratic mean such as in
Spearman-Brown's formula, act). Such contradiction the
scale using pedagogical measurement was notice in [2].

Therefore during estimation of quality indexes for DEC
and ATS expedient to modify chose base means by using
nonparametric estimations for central tendency and for
dispersion of test's results. In particular, offered to use
stable methods of estimation, based on median. It is cor-
rect because: first — in respect to theory of scales and it is
optimal approach than have a small samples with un-
known distribution.

Thus propose use median as a central tendency and
use as measure of dispersion chose estimation dispersion.
For improvement of base methods of estimation the quality
indexes for DEC and ATS during pilot experiment and ex-
ploitation were applied follow modifications [3].

The estimation of reliability the testing procedure.

During pilot experiment proposed use modified Kuder-
Richadson formula:

L
L Si-2.pg,
I e— j:1

R L-1 s

where L — quantity of test's items, p, — part of students

who answered on test item, g, =p,-1; S, — dispersion

X

dispersion.
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The standard uncertainty of reliability by modified
Kuder-Richadson formula can be calculate as :

4

UIRg]=—=" R A, - €% (A, - 67 +1)(e*= -1
[ KR] /3 KR z ( z )( )
where Z,, — Fisher transformation R,,, A, —expanded

.l
uncertainty of Z,,, A, =Z,(n-3) 2 Z, critical value with

given confidence level.

The reliability the testing procedure during exploita-
tion proposed to estimate by modified Spearman-
Brown's formula:

L-med {r,}

_ j=12..L

SB " 1+(L-1)- med {r}

j=12..L

)

where -n?de{rf} — median of rang consecution row of cor-
j=12...

relation coefficients each test's items.

pji 7pjpi

( JP,a,pa;

p; — part of students who answered on both test's items,
p; — part of students who answered on one test item
(qj :1_pj )v p;
testitem (g, =1-p; ).

The standard uncertainty of reliability by modified
Spearman-Brown's formula can be calculate as:

— part of students who answered on other

i St

-med {r
j=12..k /}

The estimation of test item validity. For estimation of
test validity proposed use modified rank biserial correlation:

Iy =(med {ry} —med {rH})% :

where med{r,} — median of rang primary marks of stu-
dents who answered on test item, med{r,} — median of

rang primary marks of students who do not answered on
testitem, N — quantity of students.

The standard uncertainty of test item validity can be
calculate as:

b, by, —bg,i = b
U[rbis,/] :|: i * Hv,;\/gsu,: HUYI:| )

where by,;,bg,; . by . by, — elements of rang primary

marks of students who answered and do not answered on
test item by fractile of normal distribution.

The estimation of test item difficulty. For estimation
of test difficalty proposed use modified formula [4]:

On the base of proposed algorithms was developed in-
formation-measuring and algorithmic support for monitoring
of distant educational systems and automatically testing
systems.

_h'med{xj}

- N med{x}’

where N — quantity of students who took part in the test-
ing, NHj — quantity of students who answered on test item,

med {x;} — median of rang primary marks of students who
answered on test item, med{x} — median of rang primary

marks of students who took part in the testing.
The standard uncertainty of test item difficulty can be

calculate as:
T -(1-T.)
u[T]=1/7’7 L
N

The estimation differential ability of test's items. For
estimation of differential ability test's items proposed coeffi-
cient of Yule:

N11N22 - N12N21

Q=
NiiNo, +NipN,,

N; — quantity of students in criteria groups.
The standard uncertainty of estimation can be calculate as:

ulQ] = \/ (1- QZ)Z(N +N1+N1+N1j

Practical realization. At the chair of information-
measuring systems National Technique University "Kiev
Polygenic Institute” on the base of proposed metrics was
developed information-measuring and released algorithmic
support for monitoring of distant educational systems and
automatically testing systems.

The genera scheme of monitoring DES (ATS) what was
used illustrated by fig 1.

The estimation of quality coefficients released with us-
ing special software and are using at the chair for monitor-
ing test area of real DES during last few years.
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Fig.1. Scheme of monitoring DES (ATS)

Conclusions. On the base of systematization legacy
methods of quality coefficients, its metrics and estimation
scales chose methods and means that can be use during
pilot experiment and exploitation DES and ATS. Chose
means modified by using non parametric estimations. On
the base of developed information-measuring support was
released algorithmic support for monitoring DEC and ATS,
created software and carried out approbation on real DES.
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AFFECT OF INTERNAL STRESSES ON CYCLIC MARTENSITIC
TRANSFORMATIONS OF TI-NI-FE ALLOY

The influence of preliminary mechanical/thermal cycling on the transformational and deformational properties of shape mem-
ory alloys has been analysed in the framework of ferroelastic model of martensitic phase transformations. The Ti-Ni—Fe alloys,
which undergo the phase transformations of cubic-rhombohedral type, have been considered. The physical effect of destabilisa-
tion of martensitic phase due to the mechanical/thermal cycling of the single crystalline alloy specimen has been explained. To
this end the phase transformation temperatures have been determined for the different numbers of preliminary cycles. It has
been shown that the cycling reduces the martensite start temperature on the value of about 5 K. The non-linear stress—strain
dependencies that are relevant to the stress-induced martensitic transformations have been computed. The experimentally ob-
served elevation of the threshold stress value that is needed for the triggering of stress-induced martensitic transformation has
been explained.

Keywords: martensitic transformation, martensite destabilisation, defect reconfiguration.

3 eukopucmaHHAM ¢hepoesracmu4dHoi Modeslii MapmeHCUMHUX ¢ha308uUX MepemeopeHb MpoaHasli3oeaHo ernaue YUKiYHOT
3MiHU MexaHiYHO20 HasaHmMa)keHHsi (abo memnepamypu) Ha mpaHcgopmauiliHi ma deghopmayiliHi enacmueocmi cnsasie 3
egpekmom nam'smi ¢opmu. PosensHymo cnnaeu Ti-Ni-Fe, y skux eid6yearombcsi ¢hba3oei nepemeopeHHs Ky6i4yHo-
pomboedpu4Ho2o muny. HadaHo nosicHeHHs1 ¢hisuyHoMy eghekmy Oecmabinisayii MapmeHcumHoi ¢ha3u, w0 eUHUKae 3ae80sIKU
YukniqHil 3MiHi MexaHiYHO20 HaeaHmMa)keHHs1 (a6o memnepamypu). I3 yieto Memoro eusHa4yeHO memrepamypu ¢ghazoeux repe-
meopeHb, sKki eidbyearombcsi nicss pi3HOI Kinbkocmi nonepedHbo 30ilicHeHuUx yuknie. lMokasaHo, wjo nonepedHi YUKIU 3HUXY-
romb memnepamypy no4amky MapmeHcUmMHO20 repemeopeHHs1 Ha eesluduHy 6nusbko 5 K. Po3paxoeaHo HesiHiliHi 3anexHocmi
MexaHi4HOo20 HanpyxeHHs1 8i0 deghopmauii, iki npumamMaHHi mMuM MapmeHCUMHUM MepemeopPeHHsIM, WO CMPUYUHEHi MeXaHiy-
HUM HanpyxeHHsiM. [TosicHeHO eKcriepuMeHmMarsnbHO criocmepeXxeHe 3pocmaHHs IoOPO2080iI 8eIUYUHU HaNpPyXeHHsl, He06xiOHo20

dns 30ilicHeHHs1 MaKo20 MapMeHCUMHO20 MepemeopPeHHs.

Knroyoei cnoea: mapmeHcumHe nepemeopeHHs, decmabinizayis mapmeHcumy, pekoHgizypayisi deghekmis.

1. Introduction. The Ti—-Ni—Fe alloys undergo the mart-
ensitic transformation (MT) on cooling [7]. The MT trans-
formation can also be induced by the axial compression of
alloy specimen in certain crystallographic directions (see
e.g. [8] and references therein). It was discovered very
recently that the transformation properties of martensitic
alloys can be changed by the mechanical/thermal cycling
thought the MT stress/temperature value [1, 2]. The inter-
nal mechanical stresses, which are induced in the alloy
specimen by the reconfiguration of crystal defects, were
assumed to be the reason of the observed changes in the
transformation behaviour of martensitic alloys [2]. On the
other hand, the reconfiguration of crystal defects causes
the well-known effect of martensite stabilization [6]. The
macroscopic theory of this effect was proposed in [5]. The
theory is based on the conception of internal mechanical
stresses, which arise in the alloy due to the reconfiguration
of crystal defects. As it was assumed in [2], the internal
stresses are also responsible for the changes of critical
stress/temperature values observed in the course of me-
chanical/temperature cycling of the single crystalline
specimens of martensitic alloys.

In the present article this assumption was confirmed by
the theoretical analysis of cyclic stress/temperature-
induced MT-s. The analysis was carried out in the frame-
work of well-grounded ferroelastic model of MT-s.

2. Results. In the work [5] the multicomponent order

parameter 1, , which describes the slow reconfiguration of

lattice defects after MT, was proposed for the description of
martensite aging. The Gibbs potential of the crystal with
defects was presented in the form

G=F(u,)+F.(n)+F,(u,n,)
-30,U, — 2(0,U, + Gy +Ggls)

(1

where F,(u,) and F.(n,) are the free energies describing

the elastic and defect subsystems, F,.(u,,n,) is the energy
of interaction between these subsystems,
c,=(o,+0,+6,)/3 and oc,=0,,0,=G,,, Cz=0,,
o, are the stress tensor components (u, are related to the
strain components as the values o, are expressed through the

components of the applied mechanical stress).

We consider that the coordinate axes are aligned with
the (111) crystallographic directions and the cubic-
rhombohedral MT, which is induced by the loading of single
crystalline specimen in [111] direction, is studied. In this
case o,=0,=0,, U, =Us=Ug, and the energy is ex-
pressed as

F,=cu?/2+6C,uZ+3a,uu: /2 )
+agud +3bu; 1 4+ byuul,
C,, 8;5,b and b, are the phenomenological parameters

introduced in [3], C,, is a temperature-dependent shear

elastic modulus.
The energy of defect reconfiguration in the course of
MT is expressed by the equation

Fo=ymi/2+3y,m; /2 (3)
and the interrelation between the defects configuration and
strains is described by the term

F,, =—dmyu, —3dsn,u,, (4)

er

where v, ;, d,; are phenomenological parameters.
The condition 0G/odu, =0 allows to express the u, vari-

able through u,, o, and n,. The substitution of expressed

variable into Eq. (1) results in the following renormalization of
the phenomenological parameters and stresses:

Cu(T)—> C:u(T»n) =Cu(T)+ 333056)?)(”)/ Gy
a, — a(n) = a, +3b,c"(n)/ c,, (5)
b—b'(n)=b-3a:/2c,, c,, >c\7(n),
where n is the number of cycles. The effective stresses
c®(n) are defined as *"(n)=0c, +c"(n), where the
values
o{'(n)=dm,(n)/3, o (n)=d,(n)/2  (6)
can be interpreted as the internal stresses (IS), which are
induced by the mechanical or thermal cycling. These
stresses are caused by the disturbance of the equilibrium
state of compound system consisting of the atoms situated
in the regular crystallographic positions (quickly deformed

subsystem) and crystal defects (slow subsystem evolving
due to the diffusion processes).

© Kosogor A., L'vov V., 2010
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According to Ref. [2] the IS, which arises in the course
of cyclic stress-induced MT, can be subdivided into the
isotropic Destabilising Pressure (DP) and Stabilising Axial
Stress (SAS). The IS tensor has the following structure:

o (n)=-p(n), o'(n)=c{(n)=o{(n)=c"(n), (7
where p(n) is the DP and c’(n) is SAS.

The dependencies of components of reconfiguration
order parameter on cycle number n are expressed as

n, =n;”[1-exp(-n/n,)], (®)
where n,, are the characteristic integers prescribing the

variation rate of these components [5].

To describe the influence of mechanical/thermal cycling
on the transformational behaviour of the martensitic alloys
the stress—temperature phase diagram must be con-
structed using the minimum conditions for Gibbs potential.
The equations for the lability lines of cubic and rhombo-
hedral phase can be obtained following the Ref. [3] and
expressed as

1
(0)=—— R (90-12R —4R?).

Grnin(0) 27 ' ( g )

6, (0)= —%/{(99—12/{ _4R?), )

where R, =1+1-30/4 , the variables o = c,a,(t)/ 2¢4(t)
and 8 = c,(t)/ c,(t) may be thought of as the dimensionless
stress and temperature, respectively, ¢, =(a,)’/4b’. The
austenitic phase is stable under the condition ¢ > o, while

the martensitic state can be observed when o <o in the

interval o, <oc<o,, both austenitic and martensitic
phases coexist. The solutions of Eq. (9) form the phase dia-
gram, which can be plotted in both ¢-6 and o,-T
(stress-temperature) planes. The stress-temperature phase
diagram constructed for Ti-Ni—Fe alloy is shown in Fig. 1.

The values of the coefficients involved in Eq. (5) are pre-
sented in Table 1. (These values were obtained in Ref. [4]).

The temperature dependencies of shear modulus C,,(T)
and order parameter u,(T), which were used for computa-

tions, have been determined from these values as explained
in Ref. [4]. Besides that, the following values of parameters
involved into Egq. (6), (8) were chosen: p(0)=-5GPa,

¢’ =10MPa, n, =10 and n, =5.
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Fig. 1. Theoretical phase diagrams of Ti-Ni—Fe alloy
corresponding to the MT that goes on cooling of the alloy

before mechanical cycling (n = 0 ), after five and fifteen
(n=5 and n=15) stress-strain cycles. These phase

diagrams correspond also to the first, sixth
and sixteenth stress-induced MT-s

Table 1. Numerical values used for computations

65(0) b5(0) T1 Tz
[GPa] [GPa] K] K]
—2.4+10" 1.2+10° 240 215
Cua(TH) Cr

as/Cy be/cy [GPa]  [GPa]
1.8 18 30 120

The constructed phase diagram enables a theoretical
analysis of those changes in the transformational proper-
ties of Ti-Ni—Fe alloy, which are caused by the preliminary
mechanical cycling of single crystalline alloy specimen. It
shows that the cycling narrows the temperature range of
martensitic phase, i.e. causes the destabilisation of mart-
ensite. The reduction of martensite start temperature after
15 cycles is of about 5 K.

The shifts of characteristic transformation temperatures
are presented in Fig. 2 for the different numbers of prelimi-
nary cycles. The Fig. 2 shows the dependencies of mart-
ensite start and finish temperatures, i.e. the values

Ays =T,(n)-T,(0) and A,, =T, (n)-T,(0), respectively.
The value A,,; =(A,s +A,:)/ 2 can be referred as the shift

of MT temperature. The value A, =T, (n)-T,(n) is the

narrowing of the temperature range of two-phase (i.e.
mixed austenitic-martensitic) state. The results of computa-
tions show that the cycling causes:

i) the monotone decrease of the martensite start tem-
perature and the narrowing of the temperature range of
mixed austenitic-martensitic state;

ii) the non-monotone change of the martensite finish
and MT temperatures;

iii) the change of sign of MT temperature after the
rather large (n >10) number of cycles.
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Fig. 2. The shifts of the characteristic temperatures
of MT caused by the cyclic mechanical loading of the alloy
specimen. The inset illustrates the non-monotony and change
of sign of the MT temperature shift

The mechanical/thermal cycling of the alloy specimen
not only causes the shifting of characteristic transformation
temperatures, but also changes the threshold stress value
that is needed for the initiation of the stress-induced MT.
This effect is pronouncedly illustrated by the solid and
dashed lines (n=0 and n=5) in Fig. 3, which shows the
computed stress—strain dependencies. The dotted and
dash-dotted lines illustrate the non-linear stress-strain de-
pendencies computed for the case when the alloy tempera-
ture exceeds the critical temperature, which corresponds to
the end point of the lability lines shown in Fig. 1.
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Fig. 3. The stress—strain dependencies taken after
the different number of mechanical loading-unloading cycles

The affect of mechanical cycling on the stress-strain
dependencies has clear physical reasons. The martensite
destabilisation originated by cycling is, in the same time, a
stabilisation of austenitic phase. Due to this stabilisation
the stress value that is needed for the transformation of
austenitic phase into the martensitic one increases after
the preliminary cycling of the alloy specimen.

3. Conclusion. The reported above theoretical results
substantially expand a conception of slowly variable me-
chanical stresses, which are originated in the crystal by the
reconfiguration of crystal defects after the martensitic
phase transformation. (This conception was proposed very
recently in Refs. [5,4]). The computations show that the
internal stressing not only causes the well-known effect of

martensite stabilisation, but also explains the physical rea-
sons of recently discovered in Refs. [1,2] strong depend-
ence of the transformational and deformational properties
of shape memory alloys on the preliminary mechani-
cal/thermal cycling of the single crystalline specimens. More-
over, the theoretical analysis predicts the non-monotone char-
acter of the dependence of MT temperature on the number of
preliminary cycles. The shift of MT temperature changes sign
after the rather large number of cycles.

Physically, the influence of mechanical and thermal cy-
cling on the transformational properties of shape memory
alloys represents the destabilisation of martensitic phase.
This physical effect is opposite to the well-known phe-
nomenon of martensite aging and can be called the mart-
ensite youngering.
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