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The problem is illustrated by recent statistics. In 2011, Lithuania marked a significant intensification of the private capital markets: positive business results, and three new Lithuanian private sector players coming to market in 2010, contributed to a significant initial investment growth. Meanwhile, the additional investment (called add-on) value was much lower: in 2011, Lithuanian private capital market has not been fulfilled with anyone portfolio company sale or set up of a new fund [1]. Foreign investors in Lithuania also did not make any of this type of transactions during the last year, except only one of EUR 1.5 million value of the portfolio company sale in the 2010. The vast majority of transactions have been initiated by local private equity firms, so as seen from the foreign perspective, Lithuania still remains a relatively untapped market [1]. In the year 2011 Lithuania's private equity sector has not created any new fund, while in 2010 with the JEREMIE initiative it was set up three new EUR 48.2 million value funds – Lithuania SME Fund I (Baltcap), Business Angels Fund I and I LitCapital [1]. Comparing data of the year 2010 and 2011, a conclusion could be drawn about loss of market share of the mutual fund register in Lithuania, competing with foreign funds. It means that necessary for business development funds are leaving the country, limiting the credit to capital markets.

Another inefficient private funding instrument is the pension funds. In 2011 in Lithuania there were invested 31.72% (1.29 billion LTL) of II tier pension fund assets, meanwhile abroad – 68.28% (2.79 billion LTL) of them. In 2010 investment was respectively 28.04 and 71.96% of the II tier pension fund assets [3]. Guiding people's financial resources (savings), focusing on accounts of credit institutions or institutional investors (pension and investment funds) portfolios, the recent statistics show little investment of Lithuanian business companies, others by targeting foreign business finance.

The paper confirms the problems observed in Lithuanian businesses: lack the financial resources to lead the initial public offering; shares abroad (Warsaw) Stock Exchanges cases (eg, Avia Solutions Group, Agrowill Group). Warsaw Stock Exchange by concentrating large-capitalization companies, which attracts many foreign investors, issuers, creates favorable conditions for successful underwriting and financial resources to attract. Meanwhile, the potential loss of the Vilnius Stock Exchange issuers reduces liquidity and attractiveness of the large international institutional investors, impairing functioning and development of local capital market.

The inclusion of the international capital into the market consequences the local capital (local reduction in the capital by investing in foreign funds, foreign capital in the country and the lack of a mixed capital company) and highlights the complex factors and conditions that determine the situation in the capital market, the need of analysis and offers for more successful absorption of local and foreign capital.

Economic theory identifies the purpose of capital market as long-term debt, which matures for more than one year. Capital market – a market that is designed to provide long-term investment for businesses, consumers and government. Capital market development depends on the total environment, from the country risk assessment and internal conditions affecting this market.

There are no uniform country risk assessment methods. In most cases taken into account:
- social;
- political;
- macroeconomic;
- specific economic factors.

Political risk is determined depending on the country’s preparations for the implementation of international commitments to allow foreign investors, providing them with a variety of conditions. Economic risk is assessed by its potential to fulfill these obligations and in accordance with its economic and financial dependence on other countries. Social factors are employment, inflation, criminal situation. Inflation – the decrease in the value of real money, operating and investment.

Capital market development is characterized by:
- Foreign capital and its influence as a major factor leading to the capital markets and economic development;
- the influence of globalization – a wider and easier access to capital;
- Foreign investment growth;
- Effective use of local capital and redistribution;
- capital market institutions and roles;
- Education of local investors and others.

The participation of foreign equity and its influence is one of the key factors that determine the national capital market and all the country's economic development. The level of foreign capital investment shows the country's economic and political attractiveness and its potential.
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Foreign capital positions in Lithuania can be defined in several ways:
- total investment in the economy of Lithuania;
- their impact on different sectors of the economy;
- the National Stock Exchange;
- Foreign investors’ share of new capital inflows.
Schröder [5], in the context of Central and Eastern European capital markets, says that the most important factors influencing the development of financial markets can be attributed to macroeconomic indicators such as economic growth, savings, productivity, inflation and state budget deficits. In his view, a significant impact on the capital markets is done by foreign investors, who affect supply and demand balance.

<table>
<thead>
<tr>
<th>Group</th>
<th>Factor</th>
<th>Table 1. Capital market development and interference factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Globalization – G</td>
<td>Foreign investors coming into the market (g1), foreign direct investment (g2), cross-border transactions (g3), domestic firms issue on foreign exchange (g4);</td>
<td></td>
</tr>
<tr>
<td>Macro-economic – Q</td>
<td>Economic growth (GDP) (q1), savings (q2), labor productivity (q3), inflation (q4) and the state budget deficit (q5), industrial production index (q6), the business cycles (q7), the domestic debt (q8), the foreign debt (q9);</td>
<td></td>
</tr>
<tr>
<td>Organizational – H</td>
<td>Vilnius Stock Exchange performance (h1), the number of shares, (h2), the number of government securities issues, the number of foreign investors (h3), capital market participants (h4);</td>
<td></td>
</tr>
<tr>
<td>Financial – F</td>
<td>Interest rate of overnight transactions (f1), government securities (f2), bank deposits (f3), broad money (f4), balance of payments (f5) and foreign status (f6), average annual interest rate of loans in litas (f7), average annual interest rate of deposits in litas (f8), the European Central Bank interest rate (f9);</td>
<td></td>
</tr>
<tr>
<td>Social – Z</td>
<td>Employment (z1), unemployment (z2), level of living (z3);</td>
<td></td>
</tr>
<tr>
<td>Psychological – X</td>
<td>Investors’ expectations (x1), market confidence indices (x2);</td>
<td></td>
</tr>
</tbody>
</table>


**Conclusion.** To conclude with, there is a variety of factors, which are more or less essential for the functioning and development of capital market. Different authors highlight different aspects. In order to confirm or refute the theoretical considerations of the relationship between the determinants of venture capital market and impact of interference issues on capital market development and expansion, a complex analysis should be enforceable: correlation, multiple regression and multiple analysis.


© Bazhenova O., 2012

**EXTERNAL SHOCKS ON ECONOMIC GROWTH OF UKRAINE: THEORETICAL BACKGROUNDS AND EMPIRICAL TESTING**

У статті розглядаються впливи зовнішніх шоків на економічне зростання в Україні. Розглянуто основні зовнішні шоки зростання в Україні. Побудовано економетричну модель для тестування впливу зовнішніх шоків на економічне зростання в Україні.

Ключові слова: економічне зростання, світові економічні кризи, макроекономічні шоки, економетричне моделювання.

В статье рассматриваются воздействия внешних шоков на экономический рост в Украине. Анализируются основные внешние шоки развития в Украине. Построена эконометрическая модель для тестирования влияния внешних шоков на экономический рост в Украине.

Ключевые слова: экономический рост, мировой экономический кризис, макроэкономические шоки, эконометрическое моделирование.

In the article the external shocks impact on economic growth of Ukraine is analyzed. The main external shocks on the Ukraine’s growth are considered. The econometric model of external shocks impact on economic growth of Ukraine was built.

Keywords: economic growth, world economic crisis, macroeconomic shocks, econometric modeling.

**Research urgency.** The world economic crisis of 2007-2010 years had a significant negative impact on the economy of Ukraine. The current state of global economy is characterized by increasing risks of recurrence of the global recession. The source of these risks is primarily economic processes in the developed countries — the U.S. and the EU. Nowadays as managing Director of International Monetary Fund Christine Lagarde admits, “the world is more closely-
knit than ever before. An infinity of little interconnections dances across the fabric of global society, transforming millions of fragmented images into one dazzling mosaic" [1]. Taking into account Ukraine's economy dependence on the economy of developed countries, it's important to analyze and model the linkages between Ukrainian economic indicators and main external factors that may cause Ukraine's economic growth fluctuations.

The degree of problem research. The issue of external shocks influence on the economy of Ukraine, especially related to the global financial and economic crisis, was researched by many Ukrainian scientists. Among them are: Y. Belinska, V. Vorotin, Z. Varnaliy, V. Heyets, J. Zhaillo, V. Litvitisky, V. Muntian, V. Pannya, V. Paskhaver, A. Sukhorukov, L. Yaremko, and many others. However, the problem of modeling of this impact on the economy of Ukraine is still scarcely explored.

The purpose of the paper is to analyze and model the impact of the global financial crisis on the economy of Ukraine.

Introduction

Many international experts evaluate the likelihood of recurrence of recession in the U.S. in 30 – 50%. And it's obvious that the economic processes in developed countries are outside the management possibilities of Ukraine as a country with a small open economy. Thus, Ukraine is unable to avoid a global recession. Therefore, priority of the anti-crisis policy should be primarily an effective monitoring of trends in the global economy and development of measures to mitigate the effects of global recession in Ukraine in case of attack. Uncertainty about the future of the world economy and the high probability of a global recession in the short run negatively affect the prospects of Ukraine and other countries that have large export part in GDP. Given the high degree of export dependence of the national economy and high perception of international investors country credit risk (as defined by all major rating agencies international debt obligations are rated Ukraine as sub-investment and high-risk), the impact on Ukraine's new global recession will be significant [2, p.45].

By the IMF the global economy is not delivering the growth the world needs. The IMF estimates global growth to be about 3½ percent this year, but much weaker in advanced economies—a mere 1½ percent, including a mild recession in the euro area. Among the advanced economies, the output gap—the difference between what an economy is producing and what it can produce—remains close to 4 percent this year on average. The emerging markets and developing countries are holding up much better, with expected growth of 5½ percent. Turning to the financial side, financial markets in the euro area have seen some relief, thanks in part to recent European policies, but conditions remain volatile [3].

The major risk factors that affect the dynamics of the global economy in the short-term and medium term are:

- Excessive economic growth in developed economies, primarily in the U.S. and EU.
- Threats to financial stability of the euro area as a result of sovereign crisis in Greece and the debt crisis risks of a number of other European countries (Portugal, Spain, Italy, Ireland), the possible failure of the anti-crisis measures across EU countries and the ineffectiveness of anti-crisis emerging institutions.
- Slowing growth in demand in countries – new centers of growth, particularly in countries of BRICS (Brazil, Russia, India, China, South Africa).
- Rising prices for energy resources, agricultural products and other commodities which will strengthen inflation in many countries.

- The risks of the consequences of fiscal policy (government action to reduce state costs and increased tax burden could slow economic growth and have significant negative social consequences) [4, p. 5].

Analysis of external shocks influence on economic growth of Ukraine

According to ICPR forecasts, in Ukraine economic growth in 2012 will slow to 3% compared with 5.2% in 2011. Thus, according to ICPR in the first quarter of 2012, GDP growth decelerated to 2.5% year over year due to the deterioration of external conditions. Over the next quarter, the experts of ICPR expect some recovery in external demand, which should accelerate growth in industrial production. However, factor of Euro 2012 won't have any impact on the main economic indicators of Ukraine. During the years 2013-2014, GDP growth will accelerate to 3.5% and 4.2% respectively. Thus, the economy will grow at a rate below its potential.

Now Ukraine is becoming vulnerable to external shocks by increasing imbalances in the economy:
- To increase the popularity the government can resort to higher than planned in the budget increase of benefits before the elections, which will increase the budget deficit.
- Inability to attract sufficient funds to finance the budget deficit and debt service will increase pressure on the National Bank to buy government bonds on the secondary market, which may cause hryvna emission rate and a surge in inflation and/or a sharp devaluation.
- Rising of the current account deficit of balance of payments increases the pressure on the exchange rate.
- Unusual winter 2011-2012 years can cause a large deviation from the forecast level of yield value, because agriculture remains critically dependent on weather conditions [5].

So firstly, let's analyze the category "economic shock". Thus, economic shock as a phenomenon should have the following essential features: first, an extraordinary stimulus, expression of which in the economic sphere is a sudden change in economic conditions, causing jumps in the dynamics of one or several economic indicators, and secondly, it must cause destabilization of a particular economic entity (company, market, a particular region or sector of the economy or economic system as a whole).

Thus, the "economic shock" can be defined as sudden change in economic conditions, leading to destabilization of the economic object development.

Thus, the term "macroeconomic shock" can be defined as a real sudden change in economic conditions, which brings the economic system from a state of equilibrium or deepens the nonequilibrium state of the economy [6, p.45-46].

Macroeconomic shocks may be divided on internal and external ones.

The internal shocks relate to changes in economic conditions in the country and may be due to changes in legal and governmental events (shocks in aggregate demand, specific supply shocks, inflation shocks, monetary shocks, shocks of liberalization of capital account, credit shocks, etc.). They also include internal political processes, technological disaster and so on [6, p. 47].

External shocks are caused impulses arising outside particular country. These shocks are changes in external demand, cost of individual resources on the world market, terms of trade, world interest rates, flows of international mobile financial capital and more. Weather conditions also should be included to the external shocks that affect the development of agriculture and natural disasters.

Negative shocks of external sector of the economy affect the current account (will decrease revenues from exports, increase the cost of imports and net interest pay-
ments to non-residents) or on account of capital transac-
tions and financial transactions (will increase outflow of
capital), which negatively affect the balance of payments
of country and lead to rapid growth of foreign currency de-
mand [6, p. 47].

To built the correct model of external shocks influence,
the analysis of possible macroeconomic transmission
channels is necessary.

According to the State Statistic Committee of Ukraine
increase in direct investment (equity) for 2011 amounted to
4556.3 million dol. USA (in 2010 – 4753.0 mln.dol. USA)
[7]. The dynamics of FDI is presented on Figure 1.

Major countries-investors of Ukraine are Cyprus –
12645.5 mln.dol. (25.6%), Germany – 7386.4 mln.dol.
(15.0%), Netherlands – 4822.8 mln.dol. (9.8%), Russian
Federation – 3594.5 mln.dol. (7.3%) (Figure 2).

Fig. 1. Dynamics of foreign direct investments in Ukraine

Source: State Statistic Committee of Ukraine [7]

By State Statistic Committee Ukraine carried out for-

gn trade transactions of goods with partners from 219
countries. In 2011 Ukraine has exported to the CIS coun-

tries 38.3% of all goods, to EU countries – 26.6%. But
Russia remains the largest trade partner of Ukraine (29.1%
export and 35.6% imports) [7].

Fig. 2. Main countries-investors of Ukraine

Source: State Statistic Committee of Ukraine [7]

The export of goods to all major partner countries has in-
creased as follows: to China – by 66.2% (due to the supply
of ores and concentrates, organic chemicals, fats and oils of
animal or vegetable origin), to India – by 62% (by supplies of
fats and oils of animal or vegetable origin, ferrous metals,
fertilizers), Poland – by 58.9% (due to the supply of ferrous
metals, ores and concentrates of iron, steel, electrical ma-

machinery), Russian Federation – by 48.7%, Italy – to 29.5%,
Turkey – by 28.8% and Belarus – by 4.8%.

From the CIS countries in 2011 were imported 45.4% of
all goods, from EU countries – 30.9%.

The imported supplies have increased (compared with
January-November 2010) from Belarus – by 64.8% (due to
the supply of mineral fuels, oil and refining products, vehi-
cles, except rail, mechanical machines), Germany – by
50.9% (due to mechanical machinery, vehicle insurance
other than railway, electric cars), USA – by 48.9% (due to
mineral fuels, oil and refining products, vehicles, except
rail, mechanical machines), Italy (42.4%), China (37.3%), the Russian Federation (34.8%), Poland (14.9%).

In total imports the share of mineral fuels, petroleum products and refining, mechanical and electrical machinery, vehicles, except rail, has risen. The share of plastics, polymers, pharmaceuticals, paper and cardboard decreased.

The dynamics of main export-import indicators is presented in Table 1.

Table 1. Growth rates of increase (decrease) of trade volume of goods and services, % year on year

<table>
<thead>
<tr>
<th>Year</th>
<th>Export</th>
<th>Import</th>
<th>Balance, mln. dol. USA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>124.1</td>
<td>134.7</td>
<td>2836.7</td>
</tr>
<tr>
<td>2004</td>
<td>139</td>
<td>126.9</td>
<td>6918.6</td>
</tr>
<tr>
<td>2005</td>
<td>106.3</td>
<td>125.8</td>
<td>1291.8</td>
</tr>
<tr>
<td>2006</td>
<td>113.7</td>
<td>124.8</td>
<td>-2884.5</td>
</tr>
<tr>
<td>2007</td>
<td>127.2</td>
<td>134.5</td>
<td>-7263.8</td>
</tr>
<tr>
<td>2008</td>
<td>134.9</td>
<td>140.3</td>
<td>-13294.7</td>
</tr>
<tr>
<td>2009</td>
<td>62.6</td>
<td>55</td>
<td>-1312.6</td>
</tr>
<tr>
<td>2010</td>
<td>128.1</td>
<td>130.8</td>
<td>-3025.3</td>
</tr>
<tr>
<td>2011</td>
<td>130</td>
<td>134.2</td>
<td>-6747.5</td>
</tr>
</tbody>
</table>

Source: State Statistic Committee of Ukraine [7]

The economy of Ukraine as last financial crisis has showed is sensitive to the interest rates in EU and Russia. So, as major external shocks that may cause the economic growth of Ukraine we’ll consider: foreign direct investments, consumer prices increase in developed countries, growth rates in USA and EU, interest rates in euro zone and Russia [7] - [10].

The test for stationarity of series was conducted using the Augmented Dickey-Fuller (ADF) Unit Root Test. It showed that series in levels were nonstationary, but their first differences appeared to be stationary which gave the grounds for further model building. Based on the empirical research the linear regression model was constructed [11]. In the model such variables as foreign direct investments, GDP growth rate in USA and interest rates in EU and Russia appeared to be non significant.

We also have included the dummy variable that depicts crisis in the model, but it is appeared to be non significant.

So specification of model is as follows (in brackets there are t-statistics values):

\[
\Delta GDP_{UKR} = 16.77 \Delta CP_{OECD} / CP_{OECD} + 1 + 2.94 \Delta GDP_{EU} / GDP_{EU} + 0.001 \Delta BOP_{UKR} - 2.36 + \epsilon_t
\]

\[R^2 = 0.78, \]

\[\Delta GDP_{UKR} = \text{differences of Ukrainian GDP growth rate},\]

\[\Delta CP_{EU} = \text{differences of OECD consumer prices growth rate},\]

\[\Delta GDP_{EU} = \text{GDP growth rate of EU countries},\]

\[\Delta BOP_{UKR} = \text{differences of Ukraine’s current account balance},\]

\[\epsilon_t = \text{residuals of the model}.\]

The built model was also tested for the presence of residuals heteroscedasticity and autocorrelation, correctness of specification. The obtained results have revealed the presence of residuals autocorrelation which caused the necessity of application of Newey-West covariance matrix.

Conclusions

Thus the results of the research have showed huge Ukrainian economy dependence on external factors. Among them the most significant one is inflation import from developed countries. We have situation when export products and "real" foreign money are going out of the country. Residual foreign liabilities are not able to increase commodities capacity in country. Accordingly, the commodity content of the national currency turns out to be smaller than that of foreign currency, and so, the national currency is less popular.

According to Russian economist Sergey Glazyev, by exporting raw materials and buying high-tech products the country imports inflation [12]. It leads to the vulnerable dependence from developed countries that was clearly shown up during the last financial crisis.

So, if these processes keep in the future, Ukraine will be unable to avoid a global recession with severe consequences to overcome.
INFLUENCE OF ECONOMIC GROWTH INTO INSURANCE MARKET DEVELOPMENT OF LITHUANIA AND UKRAINE

The aim of the article is to evaluate the correlation between economic growth and development of Lithuanian and Ukrainian insurance markets. The authors tend to make an assessment which factors of countries economic development has an influence to insurance market development of Lithuania and Ukraine. Also it is calculated the correlation between these factors, and are given the prognosis for the future development of both markets.

Key words: insurance market, development, economic growth, correlation, non-direct insurance indicators.

In the market economy insurance is an effective tool for protection against possible risks, which insures socio-economic stability in the community. Insurance companies are dominated investors on the world financial market. Insurance markets of Ukraine and Lithuania are still in their primary development. It is interesting to evaluate Ukrainian and Lithuanian insurance markets and compare their level of development as both of these countries start their development after the downfall of Soviet Union. It is meaningfully to evaluate main macroeconomic indexes both of these countries and find a relationship how these indexes influence for the development of insurance market and which factors has the biggest effect.

The research based on combination of systematic and analytical approach. Method: using secondary data and correlation analysis. The correlation analysis made between development of insurance markets and economic development to show the relations between them and to give the prognosis for the future development of this markets. Fulfilling the task of research authors used main macroeconomic indexes in Lithuania and Ukraine in 2000-2010 and direct and non-direct indicators of evaluation insurance market the same period.

There were some difficulties with statistical data. The period of research was chosen 2000-2010 as before data the statistical report was in other accounting base and is available only in Lithuania.

Evaluations of indicators of Lithuanian and Ukrainian insurance market

Insurance market activity may contribute to economic growth, both as financial intermediary and provider of risk transfer and indemnification, by allowing different risks to be managed more efficiently and by mobilizing domestic savings [1, p. 2]. During the last decade, there has been faster growth in insurance market activity, particularly in emerging markets given the process of liberalization and financial integration, which raises questions about its impact on economic growth.

The insurance activity, both as a provider of risk transfer and indemnification and as an institutional investor may contribute to economic growth in the following ways:

* promoting financial stability;
* facilitating trade and commerce (the most ancient insurance activity);
* risk transfer (bearing risk for other economic agents which might stabilize their income streams, dampen volatility and enhance economic activity) [2].

In order to evaluate main macroeconomic indexes both of these countries start their development. It is interesting to evaluate Ukrainian and Lithuanian insurance markets and compare their level of development as both of these countries start their development after the downfall of Soviet Union. It is meaningfully to evaluate main macroeconomic indexes both of these countries and find a relationship how these indexes influence for the development of insurance market and which factors has the biggest effect.

The research based on combination of systematic and analytical approach. Method: using secondary data and correlation analysis. The correlation analysis made between development of insurance markets and economic development to show the relations between them and to give the prognosis for the future development of this markets. Fulfilling the task of research authors used main macroeconomic indexes in Lithuania and Ukraine in 2000-2010 and direct and non-direct indicators of evaluation insurance market the same period.

There were some difficulties with statistical data. The period of research was chosen 2000-2010 as before data the statistical report was in other accounting base and is available only in Lithuania.

Evaluations of indicators of Lithuanian and Ukrainian insurance market

Insurance market activity may contribute to economic growth, both as financial intermediary and provider of risk transfer and indemnification, by allowing different risks to be managed more efficiently and by mobilizing domestic savings [1, p. 2]. During the last decade, there has been faster growth in insurance market activity, particularly in emerging markets given the process of liberalization and financial integration, which raises questions about its impact on economic growth.

The insurance activity, both as a provider of risk transfer and indemnification and as an institutional investor may contribute to economic growth in the following ways:

* promoting financial stability;
* facilitating trade and commerce (the most ancient insurance activity);
* risk transfer (bearing risk for other economic agents which might stabilize their income streams, dampen volatility and enhance economic activity) [2].
estimate such direct insurance indicators as the number of participant of insurance market; written premiums as it really shows the a reflection of the demand for insurance services and reflection of social need for them, on the one hand, and on the other hand it is the reward the insurance companies receive, taking on responsibility for risks; claims paid is equally important factor, which reflect the activities of insurers; number of insurance contract show the current activity of insurance company or amount of future premiums if this contract is negotiated for a future period; and the share of life and non-life insurance in the market.

Another three indicators those are used worldwide for evaluation of insurance market and belong to category non-direct indicators are insurance density, insurance penetration and insurance exploration. Even these indicators are so called indirect – shows us correlation between insurance activity and country’s economic growth more precisely, so we look at its in detail here.

The analysis of the data in the Figure 1 shows, both countries indicator were growing in the researched period. But it is necessary to point out that growth of this indicator in Lithuania is much bigger than in Ukraine.


During all years the amount of money per capita spent into insurance services was growth in both countries. It proves a constant development of insurance market. But still the density index in Ukraine is comparatively low, in was three times smaller than in Lithuania in 2007 and is 56,3 euros rather in Lithuania it is 179,9 euros per one inhabitant. The situation in post-crisis years (2009-2010) changed dramatically these indicators and as we can see, mostly for Lithuanian insurance market – it decreased till 97,8 euros, also the gap between Ukraine and Lithuanian indicators shortened, but still remained double – 50,6 euros in Ukraine.

Another important index is insurance exploration that shows the number of insurance contracts per capita. This index was very low for both countries at the beginning of the period. Only in 2003 in Lithuania was 1, 04 contract per capita. In Ukraine this index till 2010 is small and is only 0, 58 contracts per capita.

It means that the market is not developed as in developed country this index is minimum three contracts per one inhabitant. It means that all population is slight involved into the process of insurance.

Another important index is insurance penetration, which shows proportion of gross direct premiums and main macroeconomic index of country. It is shown in the Figure 3. During period this index also is growing, but in both countries it is low, in Ukraine the situation is a little bit better, but not so much.

![Fig.3. Penetration of insurance market in Lithuania and Ukraine, %](image)


Since the 2000, the share of insurance premiums in the country's GDP was not considerable, in Lithuania it was 0,03%, in Ukraine 1,32% what shows that sphere of insurance services was in the very low stage of development. In 2002 in Ukraine this index begin rise, because of sharply growth of insurance premiums. In Lithuania this index was stable during three years (2003-2005), after 2005 begins to growth, but from 2007 was decreasing constantly and became lower than in 2003. If to analyze the insurance penetration by the types of insurance it is also the same as previous index. It means that the share of life insurance premiums in both markets, Ukrainian and Lithuania is too small. Insurance penetration of Ukrainian insurance market has a little bit higher meaning, than in Lithuania, but in comparison with other European country or middle European average – 7-8%, this index is very low. For example, before crisis years, in France in 2005 it was 7,04% for life insurance and 10,18% for the whole types of insurance, in Belgium 8,49% for life insurance and 11,28% for the whole types of insurance [9, p. 13]. In comparison with Lithuania and Ukraine this index for life insurance in 2005 was 0,6% and 0,83%. Still both markets have a big potential, because in spite of the banking sector insurance sector is not so developed, that's why it is a greater possibility to develop it.

Correlation between insurance market activity and economic growth

It is simple approximate mechanism of bidirectional relation between countries economic growth and its insurance market. If country has a stable development and main countries macroeconomic indicators have a tendency to growth especially GDP and GDP per capita, the highest level of this indexes means the highest prosperity, it's cause the growth of income which cause increase of average wages. This increase gives people possibility to choose how they want to invest money, or save it, or buy insurance services. The growth of demand of insurance causes the growth of insurance premiums, which develop insurance market. Also there are some other factors that influence for people's behavior; if interest rate is high they will put money into deposit account. But if to think for a future insurance is a good mechanism for accumulating money, especially life insurance. If to take a case of entrepreneurs, the increase of their income causes the increase of their investment, which is insured from financial risk. All this mechanism can be used to Lithuania and Ukraine. The strength or the dependence between two or more variables shows the coefficient of correlation.

If to evaluate the effect of insurance variables on economic growth within the context of the statistical coefficient of correlation the results is shown in the table 2.7. It is shown the correlation between GDP per capita and insurance density (insurance premiums per capita), also correlation between density and average wages.
The coefficient of correlation has high meaning in Lithuania and in Ukraine. It means that it is high dependence between economic growth and development of insurance market. And this dependence is bilateral. The economic growth, growth of main country's macroeconomic indicators gives impulse to developing insurance market. In the other side, the development of insurance market gives new possibility to country's growth. But still it is some differences between these indexes.

The correlation between insurance density and GDP per capita in Lithuania is 0.89. For Ukraine this coefficient is 0.72. It is a little bit, smaller than Lithuania but still mean a high relation between sizes of main macroeconomic index and premiums per capita. If to compare the correlation between GDP per capita and premiums per capita of life insurance is the same in Lithuania and Ukraine and is 0.74. The same meaning correlation but for non-life insurance is very high and for Lithuania is 0.80 and in Ukraine is smaller and is 0.72.

The correlation between insurance premiums per capita and averages wages in Lithuania is 0.85 and in Ukraine 0.63. If to compare the correlation between life and non-life insurance density and average wages, than we can see that in Ukraine it is bigger correlation between life insurance density and average wages. It means that the higher level of average income gives possibility to buy extra services for example insurance. So, the coefficient of correlation, between GDP per capita that shows countries development and insurance premium per capita which explain the main tendency of insurance market, is very high. That means that between countries development and development of insurance market is a relation. Macroeconomic growth cause the development of the integral part of whole economy – insurance market, and the development of the insurance market for it’s part also cause the future economic growth.

Conclusions

The bigger effect for insurance market development in Lithuania has average wages. It means that the growth of average wages for 1% cause growth of insurance premiums for 2.69%. This explained that the growth of average wages, gives for people more possibility to spent money for another than first necessity goods. If to take into consideration that fact that the level of average wages in Lithuania growth yearly for 12%, it means that it cause the 32% of growth of insurance premiums. Other factors of economic development have very low influence for insurance market development.

For Ukraine the situation is similar to Lithuania, two main factors have a biggest effect: GDP per capita and also average wages. The biggest influence to insurance premiums growth in Ukraine has GDP per capita. The growth of this measurement for 1% leads to growth of insurance premiums for 6%, we can say that it cause the growth of insurance premiums for 31.8%. This can be explained by the chain of changes, growth of GDP means that the economy has tendency to development, that countries welfare is growing and this cause growth purchasing power. Average wages has also big influence to the development of insurance market. The coefficient is 4,755 what means that the increasing of average wages for 1% cause the growth of insurance premiums for 4,755%. Other coefficients have very low meaning that shows that it is very low relationship between impacts of these factors into dependent variable Y (insurance premiums).

So, we can come to conclusion that country's economic development has direct impact to the development of insurance market. As in both countries in Lithuania and Ukraine average wages have a biggest impact for insurance premiums it means that there is a direct relationship between countries welfare and development of it integral part – insurance market. First of all it is necessary to have good economic conditions where it is satisfied first time needs and after when purchasing power of populations increase with average wages they will buy insurance services.

<table>
<thead>
<tr>
<th>Country</th>
<th>Meaning</th>
<th>GDP per capita</th>
<th>Average Wages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithuania</td>
<td>Insurance Density</td>
<td>0.89</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>Insurance Density life insurance market</td>
<td>0.76</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Insurance Density non-life insurance market</td>
<td>0.80</td>
<td>0.98</td>
</tr>
<tr>
<td>Ukraine</td>
<td>Insurance Density</td>
<td>0.72</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>Insurance Density life insurance market</td>
<td>0.76</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Insurance Density non-life insurance market</td>
<td>0.71</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Source: compose by authors, Department of Statistic in Lithuania and Ukraine http://db1.stat.gov.lt/, http://ukrstat.gov.ua
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MACROECONOMIC ANALYSIS OF FINANCIAL CRISIS: DO MONETARY UNIONS MATTER?1

The recent experience with the problems generated by the economic and financial crisis has led to some debate on the role of economic policies. In particular, to which extent a particular monetary policy regime would impose a restriction to policymakers. The greater is the degree of openness and economic integration, the greater are the effects of the interaction among the involved economies. Those effects depend on the international linkages or channels of transmission, being structural interdependence one of the main implications of integration with partner countries. Finally, the interdependence derived from the economic interaction among economies produces externalities which can turn to be counterproductive when having domestic policy decisions.

The recent financial crisis is considered to be the worst crisis since the Great Depression of the 1930s. After the collapse of financial institutions there has been a decline in economic activity and an increase of unemployment that have contributed to a global economic recession. There are several explanations for such a big crisis (see Reinhart and Rogoff (2009) for a survey of financial crises, and Carmona-González and Díaz-Roldán (2012) for an historical perspective of economic crises), but there is no consensus about how it could be avoided.

Macroeconomic models do not seem to capture specifically the role of financial markets. As far as we know a financial crisis is generally modelled as a monetary negative shock. Therefore, the main goal of this paper is to study the consequences of monetary (financial) shocks under alternative monetary agreements (and/or different exchange rate regimes). We will study two simple and alternative cases: a flexible exchange rate regime, and a fixed exchange rate that we will characterize as a monetary union. In this way, and through a simple two-country model, we will analyse the effects of monetary shocks on the involved economies when there are no restrictions in using the exchange rate and monetary policy as instruments. Next, we will examine the consequences of such kind of shocks when there is neither an independent monetary policy, nor an exchange rate policy, and the domestic authorities are constrained by the fiscal discipline imposed by the monetary agreements of a monetary union.

Establishing a monetary union has been suggested as an alternative to a system of fixed exchange rates. As is well known, recent experiences (such as the speculative attacks on currencies in the European Monetary System in 1992-1993, the default on Mexican debt in 1994, the devaluations and the banking crises across Asia in 1997-1998, the Argentine crises in 2001 and the recent financial crisis of 2007 followed by a global recession) have shown the increasing difficulty for a country to build the reputation needed to sustain a fixed exchange rate system. The ultimate reason is the spectacular growth of world capital markets, following the continuous liberalization and deregulation of capital movements that occurred in last years. So, if a government's compromise of maintaining a certain exchange rate is not believed as credible by financial markets, huge speculative attacks at such a massive scale would occur. All this has led to some authors (e.g., Obstfeld and Rogoff, 1995) to suggest that, in the near future, the choice faced by a country would be either maintaining a flexible exchange rate or adopting a common currency, rather than a fixed exchange rate, with other related countries. Moreover, from a macroeconomic point of view it

1 Carmen Díaz-Roldán acknowledges financial support by the Spanish Ministry of Economy and Competitiveness under the Project ECO2011-29314-C02-02.
is clear that a system of fixed exchange rates (and full capital mobility) implies that there is only one system-wide monetary policy. National currencies would become perfect substitutes through the irrevocable fixing of exchange rates if they became equally appropriate for the three classical functions of money, namely: unit of account, store of value and medium of exchange.

The Economic and Monetary Union (EMU) that started in Europe in 1999, displays a novel economic policy framework. A single monetary policy is the sole competence of an independent and supranational central bank, the European Central Bank (ECB), whilst other economic policies (budgetary and structural policies, as well as wage determination) generally remain the responsibility of the member states. The ECB formulates its policy in the light of developments in the euro area as a whole. Monetary policy is therefore well placed to respond, if necessary, to any symmetric shocks that might affect the currency area. By contrast, and in line with the subsidiarity principle, national governments are in a position (subject to certain common rules) to deal with their respective economies, e.g., in the case of country-specific shocks. However, the 2007 financial crisis spread into a global economic shock and it was transmitted to the EMU. In 2009 the Eurozone growth became negative.

The macroeconomic policy responses have focusing mainly in short-term actions such as expanding money supplies and implementing large fiscal stimulus packages. Both the U.S. Federal Reserve and the European Central Bank have done the largest monetary policy action in world history. Regarding the long-term responses, none significant measure has been implemented. Particularly, the lack of fundamental changes in banking and financial markets is one of the main concerns of some contributions to the International Monetary Fund publications (see Blanchard and Milesi-Ferreti (2009) and Merrouche and Nier (2010), among others).

In the EMU, the degree and the mechanism for coordination differ according to how convincing the economic rationale for coordination is in the particular policy area. The large risk posed by fiscal imbalances to any monetary area stability justifies close rules-based coordination in budgetary policies. For those reasons, we first develop a simple two-country model in order to analyse in strategic terms how the authorities can deal with monetary shocks, and, second we compare the results with the case of a monetary union. When modelling the monetary union we will consider a common money market equilibrium condition, and alternatively a common monetary policy rule; as well as the fiscal limitations imposed by the monetary agreements.

The paper is structured as follows: the two alternative macroeconomic models are presented in section 2; the possibility of policy coordination is studied in section 3; section 4 shows the results; and, finally, section 5 concludes.

1. The macroeconomic models

1.1. The model of flexible exchange rates

The starting point will be the standard two-country Mundell-Fleming model, extended to incorporate the supply-side. The countries are symmetric; we assume flexible exchange rates and perfect capital mobility. The variables are defined as rates of change.

The set of equations for country 1 is as follows, and a similar setup holds for country 2:

\[ y_1 = -a + b (e + p_2 - p_1) + d y_2 + f_1 \]
\[ m_1 + q_1 - p_1 = -q y_1 - y r \]
\[ p_{1t} = (1 - m) p_{1t-1} + m (p_{2t} + e) \]
\[ w_{1t} - p_{1t} = f prod_1 - h u_{1t} + z_1 - v_1 - t_1 \]
\[ p_{1t} - w_{1t} = f prod_1 - j u_{1t} \]
\[ y_1 = n_1 + prod_1 \]
\[ u_{1t} = l_{1t} - n_{1t} \]

(1) and (2) are the goods market and the money market equilibrium condition respectively, (3) to (7) describe the aggregate supply of the economy, following Layard, R., Nickell, S. and Jackman, R. (1991)

Solving the model given by equations (1) to (7) and their counterparts for country 2 (see Díaz-Roldán (2004) for details), we obtain the reduced form:

\[ y_1 = M_y m_1 + M_y m_2 + M_y q_1 + M_y q_2 + F_y f_1 + F_y f_2 - S_y s_1 - S_y s_2 - S_y t_1 - S_y t_2 \]
\[ y_2 = M_y m_2 + M_y m_2 + M_y q_2 + M_y q_2 + F_y f_1 + F_y f_2 - S_y s_1 - S_y s_2 - S_y t_1 - S_y t_2 \]
\[ p_1 = M_p m_1 + M_p m_2 + M_p q_1 + M_p q_2 + F_p f_1 + F_p f_2 + S_p s_1 + S_p s_2 + S_p t_1 + S_p t_2 \]
\[ p_2 = M_p m_2 + M_p m_2 + M_p q_2 + M_p q_2 + F_p f_1 + F_p f_2 + S_p s_1 + S_p s_2 + S_p t_1 + S_p t_2 \]

Where \( s \) captures the supply-side shocks: \( s = z - v - (1/\lambda - (1/\lambda) prod, with \lambda = 1/(\eta \phi) \). Notice that a negative supply shock (\( s > 0 \)) leads to a fall in output and a rise in prices in both countries. And a positive demand shocks (\( q, f > 0 \)) lead to positive effects on the output and prices of the country of origin of the shock, but when transmitted to the other country the effects depend on the channel of transmission.

When a country’s aggregate demand increases, also increases foreign goods imports, and the result is the called "locomotive" effect, i.e., the effects on the output and prices of the country of origin of the shock are transmitted to the other country with the same sign.

When changes in the real exchange rate prevail, the result is the "beggar-thy-neighbour" effect, i.e., the effects on the output and prices of one country are transmitted abroad with the opposite sign. The reason is that a real exchange rate depreciation (appreciation) in an economy means an appreciation (depreciation) in the other, which leads to an aggregate demand expansion (recession) in that economy, and to a recession (expansion) in the other.

1.2. The model of fixed exchange rates: a monetary union

Establishing a monetary union has been suggested as an alternative to a system of fixed exchange rates (e.g., Obstfeld and Rogoff, 1995). As mentioned in the introduction, recent experiences have shown the increasing difficulty for a country to build the reputation needed to sustain a fixed exchange rate system.

From a macroeconomic point of view, a system of fixed exchange rates (and full capital mobility) implies that national currencies would become perfect substitutes through the irrevocable fixing of exchange rates, so there would be
only one monetary policy, and therefore, a monetary union would guarantee the credibility of the system.

Next, in order to characterize a fixed exchange rate, we will develop the extreme case of a monetary union. For simplicity, we will develop a model for a small monetary union. The set of equations for countries 1 and 2 are modified as follows: the nominal exchange rate is made equal to zero and both countries replace each individual money market equilibrium condition by a common equilibrium condition:

\[ m + q - (1/2) p_1 - (1/2) p_2 = (\theta/2) y_1 + (\theta/2) y_2 - \psi r \]

where \( m \) denotes the union’s money supply, and \( q \) a common monetary (or financial) shock.

For simplicity, we will assume the symmetric case \( (Y_1/Y) = (Y_2/Y) = 1/2 \).

In a similar way to the two-country model, (see Díaz-Roldán (2004) for details), we obtain the reduced form for the monetary union’s member countries:

\[ y_1 = M_1 m + M_2 q + F_1 f_1 \pm F_2 f_2 - S_1 s_1 - S_2 s_2 - S_1 t_1 - S_2 t_2 \]

\[ y_2 = M_1 m + M_2 q + F_1 f_1 \pm F_2 f_2 - S_1 s_1 - S_2 s_2 - S_1 t_1 - S_2 t_2 \]

\[ p_1 = M_1 m + M_2 q + F_1 f_1 \pm F_2 f_2 + S_1 s_1 + S_2 s_2 + S_1 t_1 + S_2 t_2 \]

\[ p_1 = M_1 m + M_2 q + F_1 f_1 \pm F_2 f_2 + S_1 s_1 + S_2 s_2 + S_1 t_1 + S_2 t_2 \]

For a negative supply shock, we also find an output fall and a rise in prices in both countries. Regarding demand shocks, a shock that affect the goods market may lead again to the “locomotive” effect or the “beggar-thy-neighbour” effect, when transmitted to the other country. However, in contrast with the two-country model, a monetary union does not allow for country-specific monetary shocks.

2. Macroeconomic policy coordination

In the two country model, we assume that countries 1 and 2 are represented by their authorities, which face the problem of minimizing their loss functions:

\[ L_1 = y_1^2 + \sigma_1 p_1^2 \]  \hspace{1cm} (17)

\[ L_2 = y_2^2 + \sigma_2 p_2^2 \]  \hspace{1cm} (18)

The target variables are: the rates of change in both output \( (y_1, y_2) \) and prices \( (p_1, p_2) \), and we assume \( \sigma_1 \neq \sigma_2 \) (i.e., we consider asymmetric preferences). The authorities could use as their policy instrument: the money supply \( (m_1, m_2) \), the budget deficit \( (g_1, g_2) \), or a supply-side variable \( (t_1, t_2) \). Given the quadratic form of the loss functions, they will be minimized when the target variables are equal to zero.

In the monetary union, the loss functions are now:

\[ L_1 = y_1^2 + \sigma_1 q_1^2 + \pi_1 r^2 \]  \hspace{1cm} (19)

\[ L_2 = y_2^2 + \sigma_2 q_2^2 + \pi_2 r^2 \]  \hspace{1cm} (20)

Where assuming that the disciplining effects of a monetary union imply some restrictions on fiscal policy, we include the budget deficit \( (g_1, g_2) \) as a target variable, and we consider asymmetric preferences \( (\sigma_1 \neq \sigma_2) \) again. An example of this situation is the EMU, where each member country has to fulfill the budget deficit requirements of the Pact for Stability and Growth.

In both cases (the two-country model and the monetary union) the countries’ authorities are subject to the restrictions imposed by the international economic framework, which is given by the reduced form of the model.

By solving the optimization problem of each country, we obtain the policy reaction functions of the authorities; and the competitive or Nash solution will be the intersection of these functions. A well known example of international policy conflict arise from currency depreciating policies under flexible exchange rates, just as they emerge from the use of devaluation under fixed exchange rates. However if the authorities decide to cooperate they will minimize the weighted sum of their individual loss functions, obtaining the cooperative solution.

In order to avoid the spillover effects of their policies, the countries’ authorities will identify stabilization with avoiding the cooperative solution. When solving the optimization problems (playing Nash or the cooperative solution) from the first-order conditions of the social planner problem, we find that the cooperative solution internalizes the externalities. When the externality has the same sign than the shock, the cooperative solution reinforces the effect of the shock. In those cases, the cooperative solution requires a greater change of the policy instrument than the Nash solution; therefore, cooperation became counterproductive or non desirable. Given that, the desirability of coordination can be determined by comparing the effect of the shock in the reduced form equation (given by its mathematical sign), with the externality derived from the policy instrument when the authorities try to offset the shock in a coordinated way (cooperative solution). The cases where cooperation would be undesirable are those in which the externality derived from the change of the policy instrument reinforces the effect of the shock. On the contrary, the cases where cooperation proves to be desirable are those in which the externality from the policy instrument offsets the effect of the shock, so that the coordinated solution implies a lower change in the policy instrument.

3. Results

Solving the optimization problems we would be able to derive the conditions under which macroeconomic policy coordination could be desirable (see Díaz-Roldán (2004) for further details). Table 1 shows the main findings. When using monetary policy to deal with financial shocks in a flexible exchange rate regime, it does not matter to coordinate or not. Regarding fiscal policies, coordination would be desirable only for financial shocks transmitted through the real exchange rate and leading to the “beggar-thy-neighbour” effect.

The effectiveness of demand policies, depends on the money supply process under the particular exchange rate regime (Recall that in a two-country model, the relative effectiveness of demand policies under flexible exchange
rates is the opposite to that obtained under fixed exchange rates). In a two-country model, flexible exchange rates isolate the economy from isolated foreign autonomous spending disturbances but not from a general coordinated disturbance by a group of foreign countries.

When using the budget deficit as policy instrument, fiscal policy coordination proves to be useful only when shocks are transmitted leading to "beggar-thy-neighbour" effect. If a negative financial shock leads to an increase in output in both countries simultaneously, cooperation would result desirable since it requires a lower change in budget deficit in both countries. On the contrary, it can be proved that for the "locomotive" effect, externalities have the same sign than the shock. Because of that, cooperation is undesirable since it reinforces the effects of the shock and requires a greater change in the budget deficit.

If we look at the case of supply-side intervention, it would be desirable only to deal with financial shocks transmitted through the real exchange rate and leading to the "beggar-thy-neighbour" effect. When using a supply-side variable as a policy instrument, for the case of a negative financial shock leading to an output reduction in both countries, cooperation would be undesirable because requires a greater change of the policy instrument. That case corresponds to the "locomotive" effect, so that the shocks would require the same policy response in the countries involved. Therefore, it would be preferable not to coordinate. In contrast, different results would appear when a negative financial shock in a country translates into an expansion in the other country. In this case, when the "beggar-thy-neighbour" effect prevails, the shock would require a different policy response in the countries involved. In other words, cooperation would prove to be desirable.

Finally, under a fixed exchange regime (the model for a monetary union), since the countries have lost their independence in the use of the exchange rate and monetary policy, we only consider the use of fiscal and supply-side policies. Solving the optimization problems, we have found that the best solution is not coordinate.

### Table 1. Desirability of macroeconomic policies coordination when dealing with financial shocks

<table>
<thead>
<tr>
<th>Policy</th>
<th>Two-country model</th>
<th>Monetary union</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiscal</td>
<td>Locomotive ND</td>
<td>Locomotive ND</td>
</tr>
<tr>
<td></td>
<td>Beggar-thy-neighbour D</td>
<td>Beggar-thy-neighbour ND</td>
</tr>
<tr>
<td>Supply-side</td>
<td>Locomotive ND</td>
<td>Locomotive ND</td>
</tr>
<tr>
<td></td>
<td>Beggar-thy-neighbour D</td>
<td>Beggar-thy-neighbour ND</td>
</tr>
</tbody>
</table>

Note: Results show that macroeconomic policies coordination may be "desirable" (D) or "non desirable" (ND). Those results depend on the way of transmission of the shocks: the locomotive effect or the beggar-thy-neighbour effect.

### 4. Conclusions

In this paper we have analysed how economic policies responses could contribute to offset monetary (financial) shocks under alternative exchange rate regimes. In particular, to which extent a specific monetary policy regime would impose a restriction to policymakers.

We have studied two simple and alternative cases: first, a flexible exchange rate regime within a two-country model; and second, a fixed exchange rate characterized as a small monetary union. In this monetary union, the domestic authorities are constrained by the fiscal discipline imposed by the monetary agreements of a monetary union. Finally, we have shown the desirability of macroeconomic policy coordination within the monetary union (provided that the countries suffer some restrictions also in the use of fiscal policy), and we have compared it with the case in which countries have a flexible exchange rate regime, and run independent monetary policies.

Particularly, when using monetary policy to deal with monetary shocks in a flexible exchange rate regime (the two country model), coordination proves to be indifferent. Regarding fiscal and supply-side policies in the two-country model, coordination would be desirable only for monetary shocks leading to the "beggar-thy-neighbour" effect, being this result independent of the exchange rate regime. Finally, the coordination of fiscal and supply-side policies in a monetary union would not be advised. Notice that the results for fiscal and supply-side policies are identical.

Some Approaches to Governmental Regulation of Labor Force Migration in Ukraine
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AN INTENSIFICATION OF THE LABOR FORCE MIGRATION IS AMONG THE MAIN FEATURES OF GLOBALIZATION AND INTERNATIONALIZATION. ACCORDING TO THE GROWTH OF TOTAL NUMBER OF INTERNATIONAL MIGRANTS, GOVERNMENTAL REGULATION OF LABOR FORCE MIGRATION BECAME THE ONE OF THE MOST IMPORTANT PROBLEMS NOWADAYS. IN THE LAST SEVERAL YEARS GOVERNMENTAL REGULATION OF LABOR FORCE MIGRATION FACED MANY CHANGES AND UPGRADES. IN ALMOST ALL LEADING COUNTRIES THE WORK AND RESIDENCE PERMITS FOR FOREIGN WORKER ARE INDISPENSIBLE.

One of the most important features of globalization is an intensification of international labor force migration. The total number of international migrants has increased over the last 10 years from an estimated 150 million in 2000 to 214 million persons in 2010 [1]. If the migrant population continues to increase at the same pace as the last 20 years, the stock of international migrants worldwide by 2050 could be as high as 405 million [2]. Most countries in the world (and not just in the developing world) have a lack of capacity for effective management of the international mobility of persons today. Despite a temporary decrease during the last economic crisis, global migration will soon reach the pre-crisis levels. That is why the need for good management of international migration will be still actual.

The World Migration Report 2010 identifies six broad priority areas for intervention (labor mobility, irregular migration, migration and development, integration, environmental change, and migration governance) that are expected to undergo significant transformations in the coming years as the dimensions and dynamics of international migration change [2].

The participation of Ukraine in this process is getting more and more significant. The development of governmental regulations of labor force migration will give Ukraine a chance to improve quality of the workforce, that come from abroad and to avoid quitting of scientists and experts, making them able to be employed in Ukraine. Also changes in migration policy will help to decrease an unemployment rate in a country. Besides, clever formed international policy in a sphere of labor force migration will positively influence an international image of Ukraine and becomes an important step to EU-membership for our country. The processes of international labor force migration in Ukraine are poorly studied and the attention of scientists and government should be paid to them. In the same time there are worldwide-known models of regulation of international labor force migration (M. Abella [3], P. Martin [4], K. Zimmermann [5], A. Zaiceva [6], D.G. Papademetriou [8], M. Fix [9], E. Collett, R. MünZ [10], M. Kahanec [11], C. Dustmann, T. Frattini [12]). The most part of major characteristics of labor force migration were studied and described by Ukrainian researchers E.Libanova, O. Poznyak [13], S. Pirozhkov [14], A. GaIdutskiy [15], O.Chernyak [16] but there are some important aspects like evaluation of influence of labor force flow on main economical figures, the implementation of foreign experience in governmental regulation of those processes, solving problems of regions, influenced by labor.
force inflow and outflow, development of informational and statistical support system that must be taken into account.

An estimated 72.6 million migrants in 2010 lived in Europe and Central Asia – a figure 5.1 million higher than the migrant stock in 2005. One in three of all international migrants in the world live in Europe. Migrants represent 8.7 per cent of the total European population [1, 2].

The net amount of migrants increased across Europe in the period 2005–2010, compared to the previous decade. Instead of countries from other regions and subregions, Western and Central European countries have faced an increase in net immigration. The region's most affected countries are Cyprus, Luxemburg, Spain, Iceland and Ireland. Eastern European, Central Asian and new Member States of the EU have experienced a reduction in their net emigration, with the vast majority of them reporting a net migration rate between -1.5 and 0 per 1,000 population cent in 2000–2005. The “sending” countries also remained in this region. These are countries, such as Albania, Georgia, the Republic of Moldova, Lithuania and Tajikistan [1, 2].

The most important country of origin and the most popular country of destination in Europe is the Russian Federation. There are over 12 million people, that were born in the Russian Federation, now living abroad and approximately the same number of foreign-born living in the Russian Federation. As a country of destination, the Russian Federation is followed by Ukraine (5.9 million), the United Kingdom (4.2 million), Germany (4.1 million) and Kazakhstan (3.6 million) [1, 2].

Four of ten global remittance corridors have their origins in Europe. These corridors are: Russian Federation–Ukraine, Ukraine–the Russian Federation, Turkey–Germany and Kazakhstan–the Russian Federation [17].

Facing the global crisis, most European countries have seen a sharp increase in unemployment rates, setting governments to introduce measures to protect domestic labor markets. Combined, the measures have amounted to new immigration restrictions aimed at reducing the inflow of migrants and encouraging their return. A significant reduction in labor demand, reinforced measures against employers of irregular migrants, return programs, stricter enforcement of residence laws, enhanced border management and rising unemployment rates in EU Member States have done little to counter the increasing negative public opinion regarding migrants and migration in Europe.

80 per cent of the international migrants in the region are hosted by 3 main destination countries: the Russian Federation (12.3 million), Ukraine (5.3 million) and Kazakhstan (3 million) (see Fig.1) [1, 2].

The number of foreign migrants in Eastern Europe and Central Asia increased to 8.6 per cent, with almost no change since 2005 suggesting that the decrease in the total stock of international migrants took place within the context of population decline in these countries. The tenth part of population or even more are represented by migrants in such countries as Kazakhstan (19.5%), in Ukraine (11.6%), the Republic of Moldova (11.4%), Belarus (11.4%) and Armenia (10.5%) (see Fig.2) [1, 2].

![Fig. 1. Stock of migrants (in thousands).](source: UNDESA [1], WMR [2].)
Some of the most popular migration corridors worldwide have an Eastern Europe and Central Asia location, including the route between the Russian Federation and Ukraine and the Russian Federation and Kazakhstan, with migration flows in both directions, as well as migration flows from Belarus to the Russian Federation and from Uzbekistan to the Russian Federation [18].

The World Bank's estimation, which was done in 2009, showed the amount of USD 27.1 billion in remittances, received by the region (Eastern Europe and Central Asia). This figure presents a 14 per cent decline from 2008. The top five countries in the region, in terms of remittance inflows, are: the Russian Federation (USD 5.5 billion), Serbia (USD 5.4 billion), Ukraine (USD 4.5 billion), Bosnia and Herzegovina (USD 2.6 billion) and Tajikistan (USD 1.8 billion) [2]. They received over 70 per cent of the remittances sent to Eastern Europe and Central Asia [18]. The depreciation of the Russian rouble (the currency of the main destination country for migrants in the region) against the US dollar was one of the main reasons of such decrease in the remittance flow [19].

Most European countries are trying to reach new and to develop their old policies in labor force migration to cut the inflows of migrants. Some of them provide tougher conditions for admission under labor force migration programs or make some reduction in quotas (as is the case in the Czech Republic, Italy, Lithuania, Spain, the Russian Federation). Other countries make their market tests stricter (Estonia and the United Kingdom), decrease opportunities to change status and/or to renew work permits (Italy) [20, 21]. In December 2008, Italy set a cap of 150,000 for entries after receiving 700,000 applications the year before. However, the new 2010 decree on immigration flows and quotas has been registered by the Corte dei Conti (State Auditors' Department). This year, contrary to expectations, there will be a quota for regular workers but only 80,000 seasonal workers (for tourism and agriculture), which also include 4,000 self-employed workers.

The increase in force return measures have been taken in France, Italy and Ukraine [21, 22]. The increasing number of returnees was several times reported by Ukraine, the Republic of Moldova and Italy. On the other hand, Latvia, Serbia and the former Yugoslav Republic of Macedonia reported declining numbers of returning migrants. Also sometimes it is not available to identify the type of migrant's return (forced or voluntary return) [2, 21].

Now we will consider will cover the main peculiarities of migration policies in the leading European states.

**Sweden**. All foreign workers in Sweden should have work permits; any staying in Sweden for more than three months are required to have residence permits as well (Sweden's Migration Board: www.migrationsverket.se). But, on other hand, Sweden also is on the way of liberalization. According to the new law the Swedish Public Employment Service can no longer block the employment of a foreigner based on the argument that there is an alternative match in Sweden, another EU or EEA (European Economic Area) country, or Switzerland for the position. It is also emphasized that all terms of employment comply with Swedish standards, as established by collective agreements, including salary and insurance protection. The list of foreigners, that have no necessity to achieve a work permit, was also extended. Now in will include certain high-skilled occupations, such as company representatives; visiting researchers or technicians, and other tour personnel; and specialists employed by a multinational corporation who will be working in Sweden for a total of less than one year [11].

**France**. France also issues the work permits to foreign workers. But to get the permit for foreigner, employer must prove that no worker in France or the EU is able to do the job. There are two types of work permits in France: temporary secondments and full work permits. Temporary secondments serve foreign companies posting their employees onsite with their clients in France. To receive this type of permit a foreign worker should earn a gross minimum of €3,835 per month. Full work permits are required for any company to employ non-EU or EEA workers in France. They have no time limits. The candidates should be generally with high-level work experience and a university degree. Also they must earn more than an equivalent French

---

**Fig. 2. Stock of migrants in some countries of Eastern Europe and Central Asia as a percentage of the total population**

Source: UNDESA [1], WMR [2].
Germany. The process of achieving the work permit for foreign worker in Germany is hard and complicated. The work permits are usually issued only in connection with a specific job position and only in cases when no German or other EU (or EEA) national is able to fill the position [6, 11,23, 24]. Also foreigners must obtain consent from the Federal Employment Agency to work in Germany, unless an exemption is granted by an international treaty. At first, work and residence permits are temporary. They can be transferred into unlimited ones only after a minimum stay of five years. If a migrant has a bad knowledge of language and culture he can also be required to attend special integration courses. Of course there were some steps toward more liberalized access for high-skilled, non-EU labour immigrants, scientists with special professional knowledge, high-ranking teachers and researchers, and specialists or senior executives with specific professional experience and a salary at least equal to the contribution ceiling of the public-pension insurance (€63,800 in 2009).

The United Kingdom. The immigration system was upgraded in 2008. The main was an implementation of a points-based system for immigrants from outside the EU, EEA, or Switzerland (UK Border Agency, “Working in the UK”- www.ukba.homeoffice.gov.uk/workingintheuk). According to the new system, all the migrants are divided into 5 tiers. Tier one includes high-skilled immigrants, entrepreneurs, investors, and graduate students. Migration of the qualified workers, who have job offers, belongs to tier two. Tier three is for less-skilled workers who fill temporary shortages in the labor market. Migration of students is covered by tier four. And the tier five was developed for regulating youth mobility and temporary workers. Applicants for immigration need to score a determined number of points to demonstrate they meet all the requirements of the particular tier. Each tier has an own specific grading system [11].

The above review was done to show that national and EU-level migration policies have trend of providing changes aimed to attract high-skilled immigrants. But, on other hand, these policies also involve a number of institutional and administrative barriers for non-EU and, sometimes, for intra-EU migrants. It is also important, that most of work permits have temporary nature. That means that the future of immigrants in a foreign country, even when they get a temporary permit, is not so clear. Also, a respect to any future right to citizenship in the host country is not guaranteed.

Now we consider the labor force migration in Ukraine. In 2010 the amount of labor force, that entered Ukraine was 30,8 thousands of people, in 2011 – 31,684 thousands of people (Table 1). Among top source countries are the Russia Federation, Belarus, Kazakhstan, Uzbekistan, Moldova, Azerbaijan, Georgia, Armenia, Tajikistan, the Kyrgyz Republic. Other statistic figures, which covers data about the labor force, that comes to our country illegally, informs, that the amount of foreign workers in Ukraine increased in the same period on 44 thousands of people. The most part of these workers are employed by enterprises with low financial funds. Usage of those kinds of workers helps entrepreneurs to cut costs on wages and salaries.

<table>
<thead>
<tr>
<th>Year</th>
<th>Labor force inflow in Ukraine, thousands of people</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>46,5</td>
</tr>
<tr>
<td>2008</td>
<td>37,2</td>
</tr>
<tr>
<td>2009</td>
<td>32,9</td>
</tr>
<tr>
<td>2010</td>
<td>30,8</td>
</tr>
<tr>
<td>2011</td>
<td>31,684</td>
</tr>
</tbody>
</table>


Early mentioned figures are also mirrored in an unemployment rate statistics. The amount of unemployed in Ukraine in last 2 years increased on 500 thousands of people. The number of foreign labor force in the same period increased on 300 thousands of people. It is easy to surmise, that one of the main reasons of the job loss is an increased competition on a labor force market, caused by labor force inflow.

The main aim of development of the governmental policy in a sphere of labor force migration is to conquer mentioned failings of international migration. The government should make several steps to stimulate the usage of local labor force instead of cheap and unqualified foreigners by national enterprises. First step is to provide the “quality rate” of the foreigner to be employed. An example of such kind of measure is a worker's certificate of the labor migrant, that should include information about the level of professional skills, work experience, worker's professional achievements. Entrepreneur can't employ a foreign worker in a case of a lack of this certificate or without the information about worker's skills, needed to occupy the position, in it.

The second step is a governmental support of enterprises, that will act according to mentioned rules and will carefully regard the professionalism of employees. Such enterprises should receive subsidies or, for example, competitive advantages in governmental tenders.

The governmental regulation of labor force migration is an important part of country's image. An elaborated regulation of international migration and country's comparative closeness for unqualified workers are among the main reasons of the "elite" image of such countries like USA and Great Britain.

Poor quality of regulation of the labor force migration results in a lack of high-class managers and specialists in different branches of activity. In that case "brain drain" happens. For Ukraine is typical, that specialists go to Canada, USA and Germany. The solution of that problem for Ukraine is to achieve investments in research centers and to provide governmental support of young scientists and giving grants to the gifted specialists.

The precondition of getting a certification for regular residing in Ukraine is a gaining of permission for immigration in Ukraine. Permission for immigration is a solution of central legal authority that is responsible for immigration and the subordinate authorities, which are giving the permission for immigration to foreigners and persons without citizenship. But this is not enough for regulation of international labor force migration in modern world. The worker's certificate for immigrants must be provided.

The worker's certificate should include two paragraphs. In a first paragraph of a certificate the detailed data about the worker should be presented. The data must content worker's age, sex, marital status, information (if it exists) about chronic diseases and the group of physical inability. That paragraph's data will give the possibility to identify migrant's working capacity and to decrease the risk of additional governmental social payments on those person's working capacity loss. Also, according to country's current unemployment rate, defining the ideal migrant's age is also very important. The most attractive group of workers for
employer is a segment of migrants aged from 24 to 40 years old. These limits will give the opportunity to select workers with a high school education, which are far from the age of retirement. Some data should be checked by sending requests to the migrant's origin. They will give an opportunity to check a reliability of information about an absence of cases of law breaking and criminal prosecution by the migrant.

The second paragraph should include the data about migrant’s school and high school education level. According to the trends of modern Ukrainian economy, the preference to technical specialists must be given. Also those specialists and the specialists in modern technologies provide an increase in a Ukrainian hi-tech potential.

Specific invitation should be the main pretext for giving permission for job in Ukraine. This invitation indicates that the migrant arrives for a concrete job that cannot be occupied by local worker, because of lack of qualification. In a case of the absence of invitation, the foreign worker should receive a temporary visa (for a month, for example). If the foreigner did not find the job, that is appropriate to his professional skills, until the visa expired, he should be deported from the country. The mentioned limits must allow stopping the uncontrolled inflow of low-qualified workers from Africa and Asia to Ukraine.

It should be mentioned, that the quantity of labor force with high education, that enter the country and its percentage in the total migrants inflow are the indices of country's development level. These migrants are bearers of technological progress and their knowledge will help to improve country's main economic indices.

Conclusions. The main options of governmental demographical policy were analyzed in the work. Country's safety, improvement in economical growth and an increase in population's welfare should be among them. The national labor force market should also be defended by the government. The skills of workers on national market must be the main point of development programs.

Nowadays the list of main aspects, that are influencing international labor force migration, is formed and specified. It is a country's unemployment rate, country's international brand image, quality of workers and managers in a country. It is also important to mention and measure influence of migration capital on country's economy.

In the last several years governmental regulation of labor force migration in leading European countries faced a lot of upgrades, changes and innovations. The work and residence permits for foreign worker are indispensable in almost all of these countries. Foreigners face many troubles and barriers in job achieving, such as giving preferences to local and into-EU workers, necessity to prove your qualification level for getting a work permit. It is also important, that most of work permits have temporary nature. That means that the future of immigrants in a foreign country, even when they get a temporary permit, is not so clear.

The development of governmental regulations of labor force migration will give Ukraine a chance to improve quality of the workforce, that come from abroad and to avoid quitting of scientists, making them able to be employed in Ukraine. Also changes in migration policy will help to decrease an unemployment rate in a country. In Ukraine it is also necessary to make some corrections in governmental regulation of labor force migration and to develop governmental programs inspiring national enterprises to use local workers and to stimulate the progress of national scientists and brainpower. Also in a point of government's opinion is a minimization of bad effects of immigration. The possible way of salvation of this problem is an implementation of the migrant's certificate.

THE THEORETICAL ASPECT OF SOCIAL COMPETITIVENESS OF NATIONAL ECONOMY IN THE CURRENT ECONOMIC CONDITIONS

The article is devoted to the description of the national economy competitiveness nature. The essence of the competitiveness as a category is considered depending on the trading concept, the concept of productivity, investment and innovative concepts. The social competitiveness of national economy is characterized.

Keywords: competitiveness of national economy, competition, concept of competitiveness, productivity concept, the concept of trade, investment and innovative concept, social competitiveness.

Research urgency. Modern economic realities strongly suggest that the pace and overall direction vector of social and economic progress of the national economy is largely dependent on the country's competitiveness. The objective of social competitiveness in the economy is to provide economic processes with social content and return economy with "a face-to-human". It's a measure of needs satisfaction and ways of implementation of all members of society and ensuring social security, sustainable and effective development through integration of efforts of government, business and civil society.

The degree of problem research. To date the profound theoretical framework of the national economy competitiveness is established. However, further research on the competitiveness of national economy is needed, especially the social aspect. In particular, there is no generally accepted approach to the interpretation of the competitiveness of national economy and its social component. Also there aren't identified key factors of social competitiveness ensuring and developed ways of improving this competitiveness that suit modern conditions.

The problem of social competitiveness of Ukraine's economy is considered in the works of such Ukrainian scientists as L.Antonyuk, Y.Bazlyuk, Z.Varnaly, A.Halchynskyy, Z.Halushka, V. Heyets, Y.Zhalilo, E.Libanova, B.Kvasnyuk, I.Mansurov, H.Filyuk, B.Havrlyshyn, T.Gayday, O.Hrishnova, P.Yeshchenko, Y.Zaitsev, V.Ilyin, I.Mazur, I. Malyy, V.Mandybura, B.Paskhaver and others.

The purpose of the paper is to analyze the nature of modern conceptions of "competition" and "competitiveness of the national economy," reveal the theoretical and methodological basis of determination of these economic categories, to show the importance of national economic competitiveness in the transformation economy and to describe such category as social competitiveness of national economy.

The economic category "competitiveness of the national economy" entered the economic turnover in the 1980's, due to increased competition between countries, although there were earlier mentions of the term. The issue of competitiveness has attracted the attention of many economists, prompting mixed views and fierce debates. In our opinion, in the broadest sense the competitiveness is the result of competition and means the property of the object as the degree of goal achievement in comparison with the best similar objects (meeting of specific need, getting a profit, growth of welfare, etc.). Thus in modern economic literature term "competitiveness" is used concerning various objects, including the national economy.

The study of foreign and domestic economic thoughts makes it possible to select four main concepts of national economic competitiveness, which consider the essence of this category, its key processes and factors. Let's consider these concepts in detail to identify the one that corresponds in best way with current trends in global competition and the realities of economic development.

The first concept that interprets the competitiveness of national economy as the effectiveness of trading activity of the country is traditional and still supported by many economists (B. Balassa, A. Bolt, R. Harris). This concept originated in the works of classical political economy school as a theory of absolute advantages by Adam Smith. According to this theory the international trade will be profitable, when two countries sell goods, which each country produce at the lowest cost [1]. As the theory of absolute advantages of Adam Smith does not explain why countries trade with each other, even in the absence of absolute advantages D. Rikardo formulated the theory of comparative advantages that theoretically justifies the effectiveness of trade for countries with lower productivity at the expense of imports, the domestic cost of which are higher than those goods, exports of which compensates for the payment of such imports [9]. The country becomes more competitive, if as a result of price or non-price factors its ability to sell on foreign or local markets increases. This situation makes it possible to select the price and non-price competitiveness of national economy.
Price competitiveness depends on the relative cost of labor for goods production, i.e., the ratio of export and import prices and also on the real exchange rate of the country's currency. So theorists, who support this idea, consider that if the national companies have problems with the sale of goods on international markets, the national currency should be devalued. It will change the situation because product prices on domestic producers' goods will be lower for foreign clients. In this context, one of the indicators of price competitiveness of the country is the real effective exchange rate (REER), which is determined by changes of inflation and exchange rates of countries – major trade partners.

Basic fundamentals of non-price competitiveness concept and the first theoretical ideas of competition between countries as a whole were grounded by mercantilists. They believed that the success of the country in international competition depends on its efficiency in international trade. Modern representatives and supporters of the concept of non-price competitiveness believe that the competitiveness of national economy depends on the current account balance and the share of countries in the world market. The indicator that reflects the non-price competitiveness is Revealed comparative advantage index. It was introduced in the work of B. Balassa "Trade liberalization and revealed comparative advantage", and applied to a large number of research studies, including the report of the United Nations about industrial development "International review: comparative advantage in the industry: change in trade and resource profiles of countries," in World Bank report "China: reforms in export trade" and others.

Representatives of the second concept, the industrial concept of competitiveness of the national economy, actually identify it with productivity. They focus on the research of results of the national economy performance (M. Porter, G. MacFadridge, L. Bad) [4]. Thus a number of authors believe that it is necessary to examine separately the concept of competitiveness as the level of productivity and the concept of per capita income.

The category of "productivity" refers only to one of the inputs, so it cannot be considered as illustrative indicator of national economic competitiveness. The income per capita depends on the total factors productivity. According to the second concept indicator of national economic competitiveness is the GDP per capita, which, indeed, is very illustrative, because it takes into account all measurable material things. But this approach does not take into account intangible benefits. Also we should note that high GDP does not necessarily mean the welfare of the nation, as problem of uniformity of income distribution is not taken into account and etc.

Production concept of competitiveness is laid in the basis of the calculation and ranking the competitiveness of countries by the International Institute for Management Development in Lausanne.

Each country is evaluated by analyzing 331 criteria in four main areas: the economy, government efficiency, business efficiency and state of infrastructure as well as several other factors that reflect the key economic indicators. However, the system of indicators of competitiveness is, first of all, applied function, as has been developed and used by national authorities for monitoring the competitiveness of the national economy. Thus ranking does not pursue the goal of summing of multidirectional indicators into the one index, but rather seeks to achieve the goal of identifying areas to improve competitiveness. The disadvantage of this system of indicators is its eclecticism, and what it covers and measure simultaneously all the areas that may be relevant to national competitiveness, and focuses on the important factors of modern development.

The third concept of competitiveness of national economy is based on the ability of countries to attract mobile factors of production (investment, human capital), i.e. on the attractiveness of the country. The economic prosperity of countries, according to representatives of this concept (A. Kovachych, O. Hilmore, D. O'Donnell), due to their ability to generate economic activity. This approach is used by some international organizations in the formation of specific competitiveness ranking based on opinions of entrepreneurs about the most attractive countries for business.

Ideas of this concept are largely based on Keynesian theory postulates, the leading idea of which is the need to create conditions for economic growth through the formation of mechanisms of investment attraction [10]. J.M. Keynes believed that the increase in investment causes growth of consumer demand, which in turn leads to increased employment and national income. Further development of theory of investments is found in the research of British economist Robert Harrod and American economist O. Domar. R. Harrod showed that the rate of economic growth is directly proportional to the ratio of investments (savings) [11]. The most important indicator of national economic competitiveness, according to the investment
concept is foreign direct investments, as investors in choosing the investment object, look for the largest returns and reliability, as the country with the highest possible returns will attract more investments, and thus, according to supporters of this concept, will be more competitive.

The latter concept of competitiveness is based on the country’s ability to adapt quickly to changes, to develop and implement innovation, so it is based on the functional concept of competition, which involves contest on the basis of finding new information, implementation of scientific and technological progress, and more. So according to J.Shumpeter main bust capitalism gets from the production of new products using new technologies, entering new markets, adoption of new forms of organization [3]. The ability to adapt to changes and innovation in post-industrial economy is a critical factor in ensuring competitiveness.

The concept of innovation competitiveness is based not only on the theory of Y.Shumpeter, but also on alternative theories of international trade, such as the technological gap theory, the theory of product life cycle model of high technology specialization and others.

The innovative concept of competitiveness was used by representatives of the World Economic Forum in the process of determination methods of the Global Competitiveness Index. The disadvantage of this ranking is that countries are recommended to develop factors depending on the stage at which it is, that countries with low GDP per capita should focus on basic factors of production. However, we believe that in this era of globalization and post-industrialization for such countries it will be increasingly difficult to compete on world markets, because increased competition based on innovation is the main trend of modern global markets.

In addition, the share of innovative factors in the Global Competitiveness Index, even for developed countries does not exceed 30%. We believe that innovative factors much greater impact the competitiveness of these countries. Most calculations performed for the second half of the twentieth century, show that the contribution factor of scientific and technological progress is or exceed 50% in developed countries [12, p.18]. Therefore, in the context of the innovative concept of competitiveness it’s needed to increase the share of innovative factors. It leaves the logic of calculations and also changes the priorities of economic development in strengthening the innovative factors. In turn, focus on innovation factors will contribute to more rapid strengthening of counties’ competitiveness.

Each of the discussed concepts of competitiveness of national economy though differently interprets its nature and focuses on one or another key factor is not contrary to each other. In addition, the indicators that measure the competitiveness of the various concepts are interrelated.

Thus the value of investments and exports are included in GDP, and most modern competitiveness ranking (both general and special) use common indicators, although they give different degree of attention.

Based on research of competitiveness concepts and synthesis of different views of scholars on the nature of this category it is proposed to treat the essence of economic category “competitiveness of the national economy” as the ability of national economic subjects to compete in world markets through the creation of such conditions of economic performance to ensure subjects the opportunity to increase innovative activity and performance, and as a result achieve a high level of prosperity and national security.

Based on experience of market economy reforming post-socialist countries have shown that social transformation is complex, ambiguous, often very controversial. During the market transformations it was defined social priorities of state policy. Also it was formed the national model of social protection. Market organizational culture develops through the formation of various forms of ownership, liberalization of economic relations, democratization of management systems, ensuring the social responsibility of business entities. Under the influence of science and technology the content and nature of work are changing, the quality of human capital is improving; the intellectual property is getting the great importance. Citizens are increasingly aware that social status and welfare define the knowledge, skills, experience, intellectual capacity and social values. Now social values are fairness, social responsibility, collective solidarity, social capital, economic culture of business. But along with the positive signs are negative trends in social processes, for example forced unemployment, poverty, stratification, threatening income differentiation; restrictions for certain categories of people to access to public goods, the rights of possession, use and disposal of property, corruption, shadow economic relations, inefficient system of social protection.

Level of human abilities and human capital formation, which turns a man on a main value and the efficiency factor of social and economic development, is getting the great importance.

Place and social role of government, business and civil society in the regulation of social and economic processes is changing – there are sharp restrictions in competitiveness; existence problems, mechanisms regulatory functions, partial denial of social security in favor of social insurance, limiting the scope of state influence on the processes of distribution and redistribution of GDP, improving the degree of autonomy of local authorities and civil society in addressing social problems.

Conclusions. Thus, basing on the conducted research we may conclude that social competitiveness is an integrated category which is to provide economic processes with social content. It measures the needs satisfaction and ways of realization of all members of society for sustainable and effective development of national economy through the integration of efforts of the government, business and civil society and creates its basic nature is determined by effective guarantees of employment and opportunity to generate income sufficient to provide material and spiritual needs and growth of welfare, compliance of minimum incomes for minimum standards, reliable social security system and social ensuring, stability of social life, protection of property rights, civil and political rights; freedom of choice of activities, features self-identity and the principles of social justice.

The process of making complicated managerial decisions in the constantly changing environment of real economy functioning mechanism is a very difficult task that requires the profound situation analysis. All real processes taking place in modern social, economic and business systems are dynamic and can be described with enormous data arrays only. The key issue for the stable development of a system is the processing of this data and getting new knowledge about its capabilities and potential. Therefore it is reasonable to make optimal managerial decisions with the help of scientific methods that reflect the specific character of system performance. Under such circumstances the development of holistic decision-making mechanism becomes crucial. The basis for such mechanism would be the principles of proactive system management, and the data mining would be the primary tool.

Analytical applications and databases intended to implement the intelligent way of business management (Business Intelligence, BI) are the most promising tools offered on the market of data processing and visualization technologies used for managerial decision-making. BI tools are intended for business performance measurement and managerial decisions assessment with an aim of securing the effectiveness of decision-making process. The origin of BI technology inspired the origin of information analysis systems of new generation that include different data mining tools.

There are many publications devoted to the development of BI technology and applications used in applied economics including specialized journals, such as "Information Technologies for Management" [1] and "Management Systems and Machines" [2], scientific publications [3-5], publications in the Internet, for instance PC WEEK/UE [6-8], "Computer Review" [9-11], "CNews Analytics" [12], and websites (portatele.com.ua [13], si.ua [14], ainfo.ua as well as websites of the companies present on the BI market – Citia BTC [15], RBC Group, Bit-Impulse, ComTec, Intellect-Service – stand out). Generally the main attention in such publications is paid to the usage of BI system tools for solution of specific applied problems.

There are several main premises for the development of such holistic decision-making mechanism that will take into account modern requirements for quality of managerial decisions. They are as follows: development of theoretical, methodological and instrumental levels of such mechanism, synthesis of relevant economic and mathematical models, and securing the realization of proposed methods through application and development of information technologies and systems. Hence the research connected with the analysis of capabilities and perspectives of modern BI systems and technologies, BI tools market, quantitative and qualitative indicators of BI technology application. In this respect the research of international experience, world BI market trends and their manifestation in Ukraine is particularly topical. The application of latest analytical tools that support decision-making by individual economic agents must become an important step to increase their competitiveness and form development strategy that will have a strong impact on the increase of Ukrainian economy competitiveness.

The objectives of this research are: investigation of BI systems features (in comparison with other corporate software) that enable the application of the management mechanism on the basis of data mining; estimation of Ukrainian companies automation level as well as the level of BI tools application for decision-making process support; analysis of world, Russian and Ukrainian BI market trends and obstacles for BI systems development in Ukraine. All that will help analyze informational support for efficient business strategies for the agents of Ukrainian economy.

There is no unified classification of BI systems. The main approaches are formed by studies of three companies investigating the BI market: Gartner (functional approach), Forrester (two groups of systems: those aimed at transformation of raw data into valuable relevant information used for decision-making and those aimed at data preparation and usage in analysis, reporting, productivity management and information delivery) and IDC (two groups of systems: QRA (end-user query, reporting and analysis) systems and advanced analytics systems) [1-3, 5].

Summarizing the information concerning BI components and their functions [1-4, 6, 14], one can define multi-level BI architectural stack (Table 1).

According to classification by Gartner, BI tools must perform at least the functions of information integration,
presentation and analysis [5]. Main categories of BI software tools are just the same as in IDC classification (QRA tools and advanced analytics software). The capabilities of products of both categories define their application for management mechanism on the basis of data mining.

**Table 1. Business Intelligence Architectural Stack**

<table>
<thead>
<tr>
<th>Delivery</th>
<th>Desktop gadgets</th>
<th>Office suites</th>
<th>Mobile</th>
<th>Disconnected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ports</td>
<td>Interactive voice response, ATM, point-of-sale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reporting</td>
<td>Dashboards</td>
<td>Alerts</td>
<td>Advanced data visualization</td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>Geospatial</td>
<td>Reporting – ad hoc, analytical, production</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance management</td>
<td>Metrics/KPIs</td>
<td>Planning</td>
<td>Scorecards</td>
<td></td>
</tr>
<tr>
<td>Supporting applications</td>
<td>Collaboration</td>
<td>Life-cycle mgt.</td>
<td>Localization</td>
<td>QA</td>
</tr>
<tr>
<td>Analytics</td>
<td>Time series</td>
<td>OLAP</td>
<td>Operational DSS</td>
<td>Predictive analytics</td>
</tr>
<tr>
<td>Discovery and integration</td>
<td>BAM/CEP</td>
<td>BPM/BRE integration</td>
<td>Discovery accelerators</td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Data/text mining</td>
<td>Guided decisions</td>
<td>NLP</td>
<td>Guided search</td>
</tr>
<tr>
<td>Data</td>
<td>Time series</td>
<td>OLAP</td>
<td>Operational DSS</td>
<td>Predictive analytics</td>
</tr>
<tr>
<td>Data</td>
<td>Usage analytics</td>
<td>Statistical analysis</td>
<td>Web analytics</td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Accelerators/query optimization</td>
<td>Adapters/tool kits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Operational DSS</td>
<td>EAI/SQA</td>
<td>EI</td>
<td>ETL/CDC</td>
</tr>
<tr>
<td>Data</td>
<td>BAM/CEP</td>
<td>BPM/BRE integration</td>
<td>Discovery accelerators</td>
<td></td>
</tr>
<tr>
<td>Integration</td>
<td>Operational data stores (ODS), data warehouses (DW), data marts (DM)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Report mining</td>
<td>Services registry and repository</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Columnar DBMS</td>
<td>Hierarchical/XML</td>
<td>In-memory DBMS</td>
<td></td>
</tr>
<tr>
<td>Discovery and integration</td>
<td>Streaming DBMS</td>
<td>Search DBMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data</td>
<td>Streaming DBMS</td>
<td>Search DBMS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Forrester Research, Inc. [1]

The modern BI systems market offers a wide range of products that support decision-making. This is one of those few markets that have not suffered from the global financial crisis, but on the contrary became stronger. This fact can be explained by increased attention to all the tools that help save money during the slump in economy, and that is one of the key functions of BI systems [10, 14].

Different companies operate actively on the BI systems market; there are both the vendors of BI products only and the manufacturers of complex corporate software that often can merge BI systems vendors and integrate their products into own systems. BI products can be divided into two groups: "horizontal", i.e. easily scaled and incorporated into different existing systems due to the standard set of tools they include, and "vertical", i.e. used for specific purposes that can hardly interact with third-party software [6].

70% of the world BI systems market is occupied by major vendors, such as SAP (BI product SAP BusinessObjects), IBM (IBM Cognos 8 Business Intelligence), Oracle (Oracle Business Intelligence), SAS (SAS Enterprise Business Intelligence), and Microsoft BI. In 2011 SAP was still a market leader (with the market share of 23.6%), followed by Oracle (15.6%), SAS (12.6%), IBM (12.1%) and Microsoft (8.7%). BI systems market is growing very rapidly, as the growth rate in 2011 equaled 16.4%, and the market size reached the level of $12.2 billion according to Gartner research (by IDC methodology the market size is bigger, reaching $33.9 billion in 2012, and Oracle is the market leader with 20% market share). Modern market structure is the consequence of mergers of small companies by large vendors in 2007-2008 (SAP with BusinessObjects, IBM with Cognos and Oracle with Hyperion).

The structure of Commonwealth of Independent States (CIS) BI systems market and, in particular, Russian market differs from the world market's one. Market dynamics is 5-7 years behind (e.g. BI has already been popular all over the world in 2000, and in Russia the growth rates started increasing in 2005). An important role is played by the local vendors, whose products have various advantages: they require no localization, take market specific needs and business environment conditions into account, and are cheaper on the whole. However, the drawback of such products is a comparatively low quality and few benefits from usage, as well as fragmentariness of problem solving process. Universal BI systems manufacture requires much investment in research and development area, therefore Russian vendors are just advancing towards extension of BI systems capabilities from mere analysis of accumulated data to prediction and modeling of different scenarios. BI systems are viewed in CIS chiefly as a comfortable reporting means, while in developed countries the understanding of these systems main tasks is more profound.

Generally Russian BI market development is dynamic, the main branches of implementation being trade, financial sector, public sector, fuel-energy complex, pharmaceutics and telecommunications industry. The “pure” BI market size equals about $200 million (IDC estimate for 2011), and twice as much together with BI tools supplied with other corporate software. The annual sales growth rate reaches 35% and is three times bigger than the world market growth rate. Furthermore, the segment of mobile BI tools develops even more rapidly (annual growth rate up to 100%), taking into account that Russian vendors will hold monopoly position for 2 or 3 years before European and American vendors enter this segment of the market). Market leaders in 2011 were “Prognoz” – BI system from the local vendor (62 implementations resulting in 26.61% market share), Qlikview (40 implementations, 17.17% market share), IBM (35 and 15.02% respectively), SAP BusinessObjects (24, 10.3%), Microsoft BI (6, 2.58%) [12-13]. BI systems remain the third most popular corporate software products after ERP and CRM systems in Russia. However, the figures mentioned represent the public implementation projects, and the share of non-disclosed projects is estimated to be 4 times bigger. For instance, “Prognoz” announced to have fulfilled 504 projects embracing therefore up to 50% of Russian BI market (“Prognoz” is present on Ukrainian market as well; State Tax Service of Ukraine,
State Committee on Water Management of Ukraine and NEC "Ukrenergo"). A clear trend is to be defined on the Russian BI market: the public sector prefers Russian vendors (sometimes due to state security considerations), and financial sector, trade and real estate prefer European and American vendors [12, 13].

When examining Ukrainian market, one should note that Ukrainian companies automation level is still far behind the world one, therefore the world market trends appear later in Ukraine. The differences between Ukrainian market trends and the world ones are caused by differences in levels of competition on BI markets, enterprise scales and internal requirements for service level and product quality.

BI systems belong to high-technology products, therefore there are mainly foreign products manufactured by world market leaders in this area present on the Ukrainian BI market. There also products of Russian vendors, such as "Prognoz", "BaseGroup Labs", "Sitrronics", "Microtest", "TopS BI", "Columbus IT Russia" and "BARS Group". BI functionalities are to some extent included in "1C" and "Galaktika" products that are popular with CIS market.

The most popular BI tools in Ukraine are Reporting & Analytics tools, including dashboards, ad-hoc reporting tools, budgeting and consolidation solutions and data mining tools. SaaS technologies, BI mobile applications and combination of planning, predicting and analytical reporting tools are viewed as interesting, yet not widespread innovations.

Such examples of successful BI systems implementation in Ukrainian companies stand out: Microsoft BI and SQL 2008 implementation in Fozzy Group; large Oracle BI projects in National Bank of Ukraine, "Prominvestbank", as well as "Eurochem" where administrations costs were reduced by 20%; SAP BusinessObjects implementation in MTS, "Kyivstar", "Ukrtelekom", "AlfaBank", "Deltabank", TAS insurance company, etc. [7, 15].

Many Ukrainian companies cooperate with European and American vendors, for instance, SAP BusinessObjects is implemented by 12 SAP partners. RBC Group, the main Qliktech partner, whose system is used by 30 Ukrainian companies ("Velyka kyshenya", "Novaya liniya", "Agromat", "Farmak", "Damatyana", "Gerkules", "UniCredit Bank", "San- dora", "Novus", etc.) and became popular due to in-memory technology and data discovery tools, cooperates with Oracle and IBM as well. Overia company with headquarters situated in Dnipropetrovsk is one of the main Microsoft partners, along with Lime Systems (with headquarters in Donetsk) that produces its own software, including Lime Business Intelligence system. Lime Systems is active mainly in banking sector one of its clients being, for instance, EBRF (European Bank of Rational Financing), where Lime BI has been implemented. Ukrainian company TComTech is a partner of Info-Suite A1S – BI systems vendor with research and development department working in Ukraine [15].

One of the most significant Ukrainian companies active in the areas of BI systems manufacture and consulting is BIT Impulse with headquarters situated in Lviv. AVK, "Halychnya", "Biola", "Comfy", "Cosmo", "Eldorado", "Brocard", distribution networks "Barvinok" and "Nash krai" are among its clients. The main product of this company is BAT Enterprise – the system of analytical reporting and BI for large and medium enterprises, as well as BAT Desktop intended for report visualization for individual users.

Ukrainian company "Intelllect-Service" produces IS-PRO ERP system that includes several BI tools. This ERP system is used by 6,500 enterprises in Russia and Ukraine.

Main Ukrainian manufacturer of corporate software for banking sector and insurance companies is CS company (with headquarters in Kharkiv). Its main product is ABS B2 system, used by the third of Ukrainian banks, but this company produces CS::BI system as well. This system uses Oracle Database 11.2 owing to partnership between Oracle and CS and was implemented in 4 banks over 3 years ("Kredobank", "Sich", "VTB" and "Daughter Bank of "Sberbank of Russia") [8].

Generally BI market of Ukraine is a perspective niche market, entered by new vendors (e.g. DBMS Vertica), that develops constantly, yet slowly. The problem lies in attitude towards BI system as something collateral that is convenient for some internal processes of the company; in lack of understanding of all possible benefits from BI implementation; and in lack of readiness to revise the conventional scheme of working with information that results in lower labour productivity than that of foreign companies. Shadow activities of Ukrainian companies, small volumes of activity and accounting information, unsolved problem of poor data quality (according to some estimations, from 15% up to 40% of yearly budget of banks is spent unreasonably due to poor data quality) – all these factors lead to lower actuality of BI tools for Ukrainian companies.

The main trends of world BI systems market due to which the newest systems are viewed as BI 2.0 and 3.0 (2nd and 3rd generation, it being considered that 3rd one is the nearest future perspective involving joint decision-making and increasing role of social networks) are as follows [1, 5, 9, 11, 15]:

1. BI tools standardization. Some Ukrainian companies have not encountered this process, because of lack of understanding of BI systems importance that is still characteristic feature of domestic enterprises. Other will certainly encounter this problem, as they have already been using different tools of BI and other corporate software.

2. Cloud BI and SaaS (Software as a Service) BI spreading. Taking into account that cost minimization is particularly topical for Ukrainian companies (owing to large taxes, etc.), this tendency could have appeared on Ukrainian market as well, but it is practically impossible as Ukrainian businesses treat new technologies with mistrust, shadow activities become impossible or very hard to perform, legislative obstacles for transmission of information about clients to third party, global vendors are suspicious of Ukraine, etc.

3. Open-source BI applications (i.e. applications with open source code) spreading. Large companies, still being the major clients of BI applications vendors, especially in Ukraine, are ready to pay more for security guarantees from renowned brand products vendors. However, the global financial crisis promoted the growth of attention to open-source BI applications (e.g. manufactured by Actuate, Jaspersoft, SpagoBI, Pentaho, Infobright, Ingres), as their usage optimizes company's expenses. Thereby open-source BI applications have good perspectives in Ukraine as BI technologies are spreading and penetrating into the domestic market, however they are currently used just by small companies as an experiment.

4. BI tools application for company's operating activities. Operational BI is mostly an evidence of high level of company's BI system development, therefore it will be spreading in Ukraine as traditional BI tools will be applied by more and more Ukrainian companies.

5. BI technologies application in service-oriented architecture (SOA) that is useful namely for operational BI. This trend is very topical for global vendors, such as IBM, SAP or Oracle that manufacture more and more various products based on SOA that are already well-known on the Ukrainian corporate software market.
6. BI in-memory tools spreading. Such tools do not use database management systems (DBMS), loading data directly to internal memory (RAM). Qlikview, TIBCO Spotfire adhere to this trend and focus on small and medium businesses (SMB), which not very often use BI tools in Ukraine. However, these are the tools that will occupy in the coming years up to 30% of world BI tools market and that will lead to their spreading in Ukraine. Acctiva is the company that has already entered Ukrainian BI tools market and distributes such tools in Ukraine.

It should be noted that BI market research both in Russia and especially in Ukraine cannot be called objective and do not include all the information, because they rely just on the data provided by companies themselves that can oversate and understare the real situation. The market itself is rather fuzzy, as BI solutions may be included in various systems. That is why the market size can hardly be estimated. The first such estimations appeared in Ukraine in 2003 – at that time it was just $0,69 million. Now the market size increased by several digits, but it is still problematic to estimate it with precision, as there was no research of it has been conducted yet.

On the basis of analysis of modern state of BI technologies application all over the world and particularly in Ukraine one may come to such conclusions as follows.

BI tools play an important role in securing the competitiveness of modern enterprises. A growing number of companies understand the necessity for BI tools usage with an aim of decision-making process optimization bearing in mind all the consequences of the global financial crisis, unstable state of the market and necessity for rational funds usage.

BI systems market develops very rapidly over the latest years, as the actuality of BI tools being a way to save money during the crisis has increased immensely. Russian market of BI tools is already a developed one; domestic vendors are major rivals of global vendors. Russian market growth rate is three times bigger than the world one, and that is an evidence of Russian market's good perspectives.

While there are enough qualitative estimations and profound research for Russian market, it is hard to estimate the market size and dynamics for Ukrainian one, as no research has been conducted so far. Ukrainian market develops slower than Russian one, however global trends become topical here as well: the number of BI solutions users is growing, as well as data storage availability and number of BI mobile applications. BI solutions for SMB (SAP Edge & BO on Demand, IBM Cognos Express) are already present on the market. The income from license vending is reducing owing to the decrease in license cost and application of BI as an addition to implemented ERP systems. Global vendors try to cut the minor companies off the market by supporting these trends. The number of independent BI products vendors has decreased as well, as a consequence of aforementioned market changes. However, fast BI solutions popularity is growing rapidly that has led to an increase of the number of complex analytic systems. The number of projects on BI solutions migration and updating is also growing as the companies are paying more and more attention to license and service cost and try to reduce expenses by the integration of several different BI platform into a combined one.

There are more and more "alternative" BI solutions as well, because the competition with global vendors caused the development of new highly specialized branch products. The BI systems vendors started offering solutions based on in-memory computing in order to increase the promptness of data processing (e.g., IBM solidDB, SAP HANA, Oracle In-Memory Database Cache, etc.).

A comparatively low automation level of Ukrainian enterprises, businessmen mentality, a lack of understanding of BI systems benefits, shadow activities, small volumes of activity and accounting information on the majority of companies, poor data quality – all these problems move back the BI systems development in Ukraine. However, one can say with certainty that BI tools are vitally important to support competitiveness of companies, and have already become an integral part of corporate software used by Ukrainian companies.

Let \( n \) be number of players in cooperative game. \( k<n \) of them are called officials and the rest \( n-k \) are called businessmen. Let all businessmen make the same activity and as a result each of them creates unit surplus value. The officials couldn't create surplus value, however, the business-ness may be made only at the condition of their mutual permission. So, the winning of coalition, which is consist of businessmen and officials equals to

\[
W(S) = \text{number of businessmen in coalition} \times \chi\left( \text{all of the officials are in coalition} \right).
\]

Now the supermodularity property of such function will be shown. Remind, that set characteristic function is called supermodular, if for arbitrary subsets \( S \) and \( T \) such inequality is in valid

\[
W(S \cup T) + W(S \cap T) \geq W(S) + W(T).
\]

The condition equivalent of supermodularity (however, as a rule, amenable to more easy check) is called "snowball effect". By the definition, the cooperative game has "snowball effect" if any player supply to bigger coalition ensure bigger or the same winning function increment, i.e. \((\forall L \in K, L \neq K) W(K \cup i) - W(K) \geq W(L \cup i) - W(L)\) (it means, that "the bigger snowball is, the better new snow sticks").

It will be shown, than function (1) has snowball effect. Let some player be a businessman. Then for any coalitions couple \( L \subseteq K \) one of three cases may take place.

Let all officials belong to \( L \), hence they all also belong to \( K \), so

\[
W(K \cup i) - W(K) = W(L \cup i) - W(L) = 1
\]

Let not all of the officials belong to \( K \), hence, not all of them belong to \( L \) either, so

\[
W(K \cup i) - W(K) = W(L \cup i) - W(L) = 0
\]

Let all of the officials belong to \( K \), but not all of them belong to \( L \), so

\[
W(K \cup i) - W(K) = 1, \quad W(L \cup i) - W(L) = 0.
\]

Let some player be an official and let businessmen number at coalitions \( L \) and \( K \) (where \( L \subseteq K \) is equal to \( i \) and \( k \) respectively, then \( i \leq k \)). For any coalitions couple \( L \subseteq K \) one of three cases may take place.

Let all officials are belong to \( L \), hence they all also belong to \( K \), so

\[
W(K \cup i) - W(K) = k \geq W(L \cup i) - W(L) = l
\]

2) Not all of the officials belong to \( K \cup i \), hence not all of them belong to \( L \cup i \) either, so

\[
W(K \cup i) - W(K) = W(L \cup i) - W(L) = 0
\]

3) All officials belong to \( K \cup i \), but not all to \( L \cup i \), so

\[
W(K \cup i) - W(K) = k \geq W(L \cup i) - W(L) = 0.
\]

So, in all of the cases snowball effect is in valid, what is equivalent to supermodularity condition. In it’s turn, supermodularity is the sufficient condition, that core of the game is not empty and Shapley value belongs to core, so it’s profitable to unite and to make so called grand coalition for all of the players.

Let’s remind, what the Shapley value is and the way of it’s calculation. For set of all players let some order to grand coalition joining be fixed (this order may be defined by permutation). Let for each player his deposit to grand coalition equals to winning function of subcoalition “with him” (as he just join the grand coalition) minus winning function of subcoalition “without him” just before his joining the grand coalition. For example, let the grand coalition consists of four businessmen and two officials. Let some permutation be fixed, for example \( (b_2, off_2, b_4, b_2, off_4) \). Note, that the first one, who makes deposit (which equals to the number of businessmen on the left of him, here 3) to grand coalition is the official positioned the most right (here off1), and each businessman after him (here b6 and b5) also makes unit deposit to grand coalition. Deposit of all players before him (both officials and businessmen) equals to zero. Of course, another players permutation generates another set of players deposits.

For each player his Shapley value is defined as his average deposit above all \( n! \) feasible players permutations. Shapley vector consists of individual Shapley values. The total official’s deposit to grand coalition is calculated as follows. Let at some permutation last (from left to right) official assume the position \( k+j \), so there are \( j \) businessmen and \( k-1 \) officials in the left him. The fraction of such permutations (among all \( n! \)) equals to \( C^{k-1}_{k-1+j} / C^n_n \). At all such permutation last official takes \( j \). By taking average among all feasible \( j \) from 0 to \( n-1 \) one can get:

\[
\sum_{j=0}^{n-k} \frac{C^{k-1}_{k-1+j} \cdot j}{C^n_n} = \frac{1}{C^n_n} \sum_{k-j=1}^{n-k} C^{k-1}_{k-1+j} \cdot j = \frac{1}{C^n_n} \sum_{j=0}^{n-k} (k-1+j)! = \sum_{i=0}^{k-1} C^k_{k+i} = \sum_{i=0}^{k-1} C^n_i C^n_{k+i} = \frac{k}{k+1} (n-k).
\]
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At sum calculation the following combinatorial identity was used. \( \sum_{k=0}^{n} C_k^n = C_{n+1}^1 \). The right hand side of (2) is the total official’s deposit to grand coalition (since all officials have the same rights, then each one get the amount \( \frac{n-k}{k+1} \)). So, the sum, which is remaining for businessmen, equals to \( (n-k) - \frac{k}{k+1} (n-k) = \frac{n-k}{k+1} \). So, each businessman get \( \frac{1}{k+1} \).

Note, that each official’s income equals to the total one of all of the businessmen.

It seems at first sight, that at fixed number of officials the businessmen income must increase as their number increase, cause bribes may be collected by shares among businessmen. But indeed it's not the case, and official's claim to bribe increase as number of businessmen increase at the rate, than each businessman income \( \frac{1}{k+1} \) remains constant.

**Conclusion.** It seems that fortunately in real business bribes fraction is less, than at considered above “ideal” model. It stipulated by the fact, that corruption is still illegal and criminal punishment fear works as restriction factor. If the corruption were legitimate (or at least actually unpunishable), then it cause the situation closer to the model considered above.
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**APPLYING PRINCIPLE COMPONENTS ANALYSIS FOR MODELING INVESTMENT ACCEPTANCE OF COMPANIES**

This article deals with an approach to estimation of investment acceptance by factor analysis. Investors face the problem how to systematize data, select basic factors and their configurations that influence shares price of companies. In this case Principal Components Analysis were researched by many prominent scientists (such as Tomashevich, 1999; Pearson, 1901) proposed PCA. In many cases the "independent" variables is subject to just as much deviation or error as the "dependent" variable. Pearson (1901) observed x and y and sought the unique functional relation between them. In case he was about to deal with he supposed that the observed variables – all subject to error – to be plotted in plane, three-dimensional or high space, and he endeavored to take a line (or plane) which will be the "best fit" to such a system of points. The method that was investigated by K. Pearson can be easily applied to numerical problems.

I. Fedorenko, PhD, Associate Professor, V. Rybalko, Taras Shevchenko National University of Kyiv
Nowadays the most powerful generalization of PCA was made by Mikhail Belkin (2003) and Partha Niyogi (2003) investigating laplacian eigenmaps for dimensionality reduction and data representation. One of the central problems in machine learning and pattern recognition is to develop appropriate representations for complex data. They considered the problem of constructing a representation for data lying on a low-dimensional manifold embedded in a high-dimensional space. Drawing on the correspondence between the graph Laplacian, the Laplace Beltrami operator on the manifold, and the connections to the heat equation, they proposed a geometrically motivated algorithm for representing the high-dimensional data. The algorithm provides a computationally efficient approach to nonlinear dimensionality reduction that has locality-preserving properties and a natural connection to clustering.

The purpose of this article is investigation of PCA application for the exposure of main factors that influence the investment acceptance of companies.

1. Theoretical framework

Studying the investment acceptance of companies, analysts understand that some of factors have correlation. In this case their consideration at the same time will result in some output of information but on leaving out one of attributes, the loss of important information can take place that finally will also negatively affect quality of the accepted investment decision. Application of PCA allows defining a small number of independent factors with the minimum loss of influence of others.

This method is based on assumption, that description of all attributes equals zero and the number of general factors equals the number of output attributes. In this case the transformation to a linear combination of factors means transformation to the new system of co-ordinates.

Analysis consists of a few stages, at each of them one principal component is found that the most significantly describes the phenomena and every next component holds less information than previous. The first principal component accounts for as much of the variability in the data as possible, and every succeeding component accounts for as much of the remaining variability as possible. It is limited to a few first components in practice because they are enough for complete description in the compressed type of all initial information. The percentage of the explained variance serves as criteria – the relation of summary found components to general variance of initial attributes.

Practically, if number of already found principal components is not more than half of attributes and explanatory by them variance is no less than 70% and next component adds to total dispersion not more than 5%, the factor model is considered acceptable. The value of factor at one company is named factor weight of this company. Factor weights allow ranking companies by every factor.

In practice calculation is limited to a few factor’s weights by the most significant components. If factor weight is higher at one object of investment it means this factor shows up in it more strongly.

2. Estimation of shares acceptability

Our investigation is based on implementation of PCA for liquidity indicators indicators of profitability and riskiness of shares issued by Ukrainian companies listed in Table 1. The estimation of shares acceptance is carried out on the basis of analysis of daily exchange statistics at periods (periods can be, for example, months, quarters, years). Incoming data for analysis was taken according to results of stock exchange closing range: price of buyer (Bid) and price of offer (Ask) of every share, number of request for demand, number of offers for supply and prices of deals. We will use the followings statistical descriptions at the analysis of samples:

- means of shares profitability;
- standard deviation;
- skewness;
- kurtosis;
- speed;
- means of Volume trade;
- means of transaction number.
- means of shares profitability:

\[ R(a_i) = \frac{(\text{Bid}(a_i, j + 1) + \text{Ask}(a_i, j + 1)) - (\text{Bid}(a_i, j) + \text{Ask}(a_i, j))}{\text{Bid}(a_i, j) + \text{Ask}(a_i, j)} \]

Standard deviation:

\[ \sigma(R(a_i)) = \sqrt{\frac{\sum_{j=1}^{m} (R_j(a_i) - \overline{R_j(a_i)})^2}{m}} \]

Useful measure of risk must take into account probability of possible bad results and their size. The risk measure must estimate the degree of possible deviation of actual result from expected instead of measuring probabilities of different results. Standard deviation is allows to do this. It is lately offered number of approaches based on analysis of higher moments distribution of shares profitability. The special attention is devoted to the analysis of asymmetry which is characterized by the third moment and kurtosis which is characterized by the fourth moment.

- Skewness:

An analysis only of standard deviation as risk measures can be insufficient. Especially, when these values are equal for a few alternative objects (projects). In this case, it is necessary to analyze coefficient of asymmetry as a risk parameter. It is calculated on a formula:

\[ Sk = \frac{\mu^3}{\sigma^3} \]

where \( \mu^3 = \frac{1}{m} \sum_{j=1}^{m} (R_j(a_i) - \overline{R_j(a_i)})^3 \)

If \( Sk = 0 \), the curve of random variable is located symmetric in relation to mean of distribution. If \( Sk > 0 \), the random variable has a spatial slant – a "tail" of distribution comes forward on the right. When \( Sk < 0 \), random variable has a left-side slant – a "tail" of distribution comes forward to the left.

Clearly, that among \( n \) different alternative objects (projects, strategies) is sense to choose that for which takes place:

\[ Sk_k = \max_{k=1...n} \]
Since unfavorable deviations from expected value located on the left the nearest to the mean of distribution (deviate less from it in an unfavorable side), and the proper (favourable) values are considerably remote from the mean of distribution (these values are located on the right).

The system of risk assessment can be built farther, using such a characteristic as kurtosis.

– Kurtosis:

\[ \text{Kurt} = \frac{\mu_4}{\sigma^4} \]  

(5)

The kurtosis gives understanding of the oblongness of random variable curve. If \( \text{Kurt} > 3 \), there is oblongness of curve upward. If \( \text{Kurt} < 3 \), the branches of parabola are pressed to the axis Ox. The kurtosis characterizes the so-called "thick tails" of distribution. What a distributing tail is thicker, the greater probability of taking on extreme values which substantially deviate from mean. Investors negatively refers to possibility of extreme values and want to minimize the kurtosis.

We will add an index, that represents probability of that value of profitableness is higher than mean.

– Frequency of shares profitability:

\[ P(a_i) = 1 - P(R(a_i) < 0) \]  

(6)

The most substantial index of share’s liquidity is spred between prices \( \text{Ask}(a_i) \) and \( \text{Bid}(a_i) \). This index is calculated to every share according to results of market session:

– Spred:

\[ \text{Spred}(a_i) = \frac{1}{m} \sum_{i=1}^{m} \text{Spred}(a_i), \]  

(9)

where \( \text{Spred}(a_i) = \frac{\text{Bid}(a_i) - \text{Ask}(a_i)}{\frac{1}{2}(\text{Bid}(a_i) + \text{Ask}(a_i))} \)  

(10)

The spred characterizes liquidity not fully from the practical point of view. The spred can be not so big but at the same time the number of deals that taking place is little or a volume of deals is insignificant. Therefore it is necessary to consider other indexes of liquidity. In particular it is important to consider the indexes of deal’s volume for certain period. Such index can be presented as a volume of the real deals that were made for certain period and can be presented as an average between the volume of demand on share at price \( \text{Bid}(a_i) \) and volume of offer at price \( \text{Ask}(a_i) \).

– Mean of Volume trade:

\[ \overline{V}(a_i) = \frac{1}{m} \sum_{i=1}^{m} V(a_i), \]  

(11)

where \( V(a_i) \) – is the summary volume in UAH of the transactions during the month.

An index does not take into account diversification of deals in time. During a month one large deal can take place that is the indicator of small level of liquidity. So it is expedient to enter the mean number of deal’s amount \( W(a_i) \) as the next index of liquidity. The more deals took place the share is considered to be more liquid.

– Mean of transaction number:

\[ \overline{W}(a_i) = \frac{1}{m} \sum_{i=1}^{m} W(a_i), \]  

(12)

where \( W(a_i) \) – the number of transactions during the month.

Moreover an amount of quotations is important indicator. In relation to the amount of quotations it is necessary to distinguish bilateral quotations (quotations on demand and on sale). The most considerable are bilateral quotations then quotation on a purchase and finally the least considerable are quotations on a sale. This fact is represented in "Rules of making ratings of securities in the PFTS" where they are differentiated with scales 10, 7 and 5 accordingly. In our model taking into account the structure of database it is possible to use such index:

– Quantity of shares quotations:

\[ Q(a_i) = \frac{1}{m} \sum_{i=1}^{m} Q(a_i), \]  

(7)

where \( Q(a_i) = 10 \cdot Q_2(a_i) + 7 \cdot Q_3(a_i) \).  

\( Q_2(a_i) \) – number of request for demand, \( Q_2(a_i) \) - number of offers for supply.

Also performances of assets profitability are included to the analysis:

- EPS (Earnings per Share)
- P/E (Price per Share/Earnings per Share)
- P/S (Market Cap/Revenues)
- Div/N (dividends per share)
- Div/P (dividends per share's price).

EPS indicator performs how good shares are protected by profits of companies.

The coefficient that estimates efficiency of investments – so-called coefficient of price – earning ratio (p/e) is founded on the basis of net income index. It shows how market estimates the results of company activity and it's prospect. The large value of this ratio specifies that these shares are quick-growing and comparatively the low value characterizes stable shares. A comparative analysis of index of P/E is a simple and effective tool for determination of the wrong appraised shares (comparison can be made a relatively middle-market or middle-branch indexes). For the developed economy it is possible to consider the average value of coefficient P/E in the range 7-9 in the period of recession and 15-18 in the period of economic growth.

The coefficient P/E can also characterize the expectations of income growth of companies. This is important especially for investors which consider expenditure of long-term investments of capital.

Very often calculation of P/E index is to difficult or it does not represent the reality as a result of errors at the calculation of net income, related to the accounting features and other objective and subjective factors.

In addition different companies are characterized by the considerable degree of recurrence and by the significant variations of income. Many analysts consider that in such conditions it is useful to use other index – so called coefficient of price – sales (P/S).

In the conditions of economic stability it is appropriate value of P/S from 0.4 to 0.8 for large companies. The value of P/S below this level indicates on underestimation of share’s value (if, certainly, financial position of firm is stable enough).
Applying the PCA we will select principal components in every group of factors that reflect information for all of these indexes. Basing on principal components the most significant attributes will be determined; it will give opportunity for decision making person to form his own rating.

We took first eight companies from the PFTS index and collected all data monthly aggregated for 3 years (Table 2).

Realization of PCA was done in the package of Statistica 6.0. On the first step we'll apply the PCA to information of table 2 and we have got matrix of factor's weights (Table 3).

The factor's weights of attributes stand in the columns of this matrix. Factors are always ranked by size of their contribution to total variance of attributes – the first factor is the most significant in this understanding. There are values of contribution in absolute and relative figures in two last lines of the Table 4.

So, figure 4.16 (explained variance) means that the first factor explains 4.16 from total variance that equals 8 (8 is a number of attributes in the initial table), it is almost 46.31%.

Thus, already one first component considerably describes initial data. The second component explains almost 29.81% of total variance and together with the first one – more than 76.1%.

Let's pay attention to the most significant factor's weights (for example, those which exceed 0.75 or 0.8), exactly they specify attributes the most closely correlated with this factor. In our case the first factor is the most closely correlated with such attributes that allows us to accept the name "profitability-risk" as a working name for this component.

Risk and Liquidity attributes are the most closely connected to the second component. It is useful to consider factor's weights of objects for more detailed analysis (Table 5).
Let's look at the matrixes of factor weights in the first column. The positive values of weights testify the showing up of factor higher middle level. As we see, the first factor has the highest weight in relation to NITR shares and some less – to DNEN and DOEN.

NITR shares are characterized by comparatively higher profitability and at the same time high risk. Negative values testify the showing up of factor below middle level.

According to the first factor KIEN, UNAF, ZAEN, CEEN have the lowest value. Other companies are approximately at the middle level, because their factor weights insignificantly deviate from zero. In accordance with this method the working name of the first factor ("a profitableness-risk") gets indirect confirmation.

Ranking of objects by the second component is quite different. UNAF has the greatest value STIR and KIEN – the lowest ones. It explains that there is factor of liquidity before us in accordance with which the highest-liquidity shares belong to company UNAF and relatively low values belong to shares of STIR and KIEN.

For generalization it is possible to classify considered companies on chart in dimension of two components (Fig. 1).

We'll apply the PCA to the indicators of equity (Table 6).

Let's select two components that explain 67.4% of total variance. As we see from the table 6 the first factor is the most closely related to the indicator of dividend payments (Div/N) and to indicator of dividend profitability of shares. The second factor reflects information of indexes related to indicators of company earnings and current price of shares.
It is possible to set from the matrix of factor’s weights (Table 7) that the first component "dividend profitability" has the biggest weight at companies "Ukrnafta" and "Ky-ivenergo" the second one – in "Tsentrenergo", "Donbasenergo" and "Ukrnafta".

Table 7. Matrix of factor’s weights

<table>
<thead>
<tr>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPS</td>
<td>-0.049</td>
</tr>
<tr>
<td>P/E</td>
<td>0.015</td>
</tr>
<tr>
<td>P/S</td>
<td>-0.422</td>
</tr>
<tr>
<td>Div/n</td>
<td>0.953</td>
</tr>
<tr>
<td>Div/p</td>
<td>-0.976</td>
</tr>
</tbody>
</table>

Consequently, in accordance with the indexes of equity, shares of company UNAF have absolute advantages (Fig. 2).

Table 8. Matrix of object factor’s weights

<table>
<thead>
<tr>
<th>Factor 1</th>
<th>Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>KIEN</td>
<td>0.085</td>
</tr>
<tr>
<td>UNAF</td>
<td>3.312</td>
</tr>
<tr>
<td>NITR</td>
<td>-0.153</td>
</tr>
<tr>
<td>DNEN</td>
<td>-0.755</td>
</tr>
<tr>
<td>DOEN</td>
<td>-0.653</td>
</tr>
<tr>
<td>STIR</td>
<td>-0.146</td>
</tr>
<tr>
<td>ZAEN</td>
<td>-0.193</td>
</tr>
<tr>
<td>CEEN</td>
<td>-1.496</td>
</tr>
</tbody>
</table>

Conclusions

Analysis of shares stock exchange statistics and equity indicators of companies that are included in the PFTS-index, gives opportunity to investor basing on PCA to form the most acceptable portfolio of companies taking into account priorities to some factors.

In accordance to component "profitableness-risk" and "liquidity" advantage must be given to the following companies: "Ukmafta", "Zakhidenergo", "Contrenergo", in conformity to the component "dividend profitability" – "Ukmafta", "Dniproenergo", business concern "Stirol" have leading position.

Fig. 2. Projection of the cases on the factor plane

The research on the analysed subject is relatively scarce due to the closed nature of AIFs, their poor regulation and dissemination of information. However, the amount of scientific research related to AIFs is lately on the increase as these funds gain a greater importance and their controlled equity continues to make up a larger share of the overall investment flows. The Financial Planning Association survey [1] shows a clear trend where in the global perspective the share of the alternative funds is continuously growing among the investments in general. The investors are willing to utilize them because of the weak correlation of such investments with common investment instruments (i.e. shares, bonds) and, thus, decreasing the general fluctuation of the portfolio. It has become especially relevant for the financial markets as they experience continual pressure and stress while the world's economies are trying to overcome the crisis. Numerous researches were dedicated to the analysis of the effects of different types of AIFs on the economy: the works by Rankin B. [2], Rubin R. E. [3], Stulz R. M. [4] discuss the influence of hedge funds on the economy, the effects of private equity funds (further – PEF) on the economy are researched in such sources as Venture Impact [5], Phalippou L., Gottschlag O. [6], Metrick A., Yasuda A. [7], while the assessments of real estate funds (further – REF) can be found in the works by Bednarczyk T. P. [8], Bivainis J., Volodzkienė L. [9], Galinienė B., Bumelytė J. [10]. Despite the fact that the scientific literature is abundant with the evaluations of AIF types and activity analyses there is a lack of research with an overall systematic assessment of the entire AIF sector.

It has been believed that the AIFs (hedge funds in particular) could contribute to the subprime mortgage crisis in 2007 which later evolved into a financial and economic crisis [11]. The recently growing anxiety over the AIF activities and the aspirations to put stricter regulations on these investment funds are partly related to this. The objective of this article is to analyse the regulations applied to the AIFs active in Lithuania as well as the related activities of such funds.

The methods used in this research: analysis of scientific literature and legislation as well as review, synthesis and interpretation of historical data.

Regulation of AIFs in Lithuania and the global trends

On March 1, 2008 the Law on collective investment undertakings [12] (further – LCIU) came into force and opened the way for the registration of alternative investment funds in Lithuania. Due to the fact that the law which regulates AIFs has been operative for a relatively short time and has been constantly amended, the subject of the activity of such funds in Lithuania is still new and not sufficiently researched. The issue of regulation is also important because the investors, especially the institutional bodies, have more confidence in the regulated AIFs. Therefore, continual improvement of the regulation of alternative investments is crucial in providing security for all the parties involved.

According to LCIU, special collective investment undertakings in Lithuania are classified into the following types: 1) Undertakings for collective investment in transferable securities; 2) Real estate collective investment undertakings (i.e. real estate funds); 3) Private equity collective investment undertakings (i.e. private equity funds); 4) Collective investment undertakings investing in the units of other collective investment undertakings; 5) alternative collective investment undertakings (i.e. hedge funds). In accordance with this legal act three types of AIFs can function in Lithuania, and these three are usually associated with AIFs, even though there is no single and established viewpoint on which investment types can be subsumed under alternative investments. Spangler T., Paisner B. L. [13] state that AIFs can include three types of funds: hedge funds, private equity funds and real estate funds. Dönges T. [14] mentions that alternative investments comprise hedge funds, private equity, currencies and raw materials. One of the distinctive features indicated to assist in classifying certain classes of investments as alternative investments is the weak correlation with common investment classes (shares, bonds).

Some authors tend to include raw materials in the AIFs, however, the authors of this article (as of now) would not recommend to do so. Thorsten Dönges [14] offers one of the distinctive features allowing to classify certain classes of investments as alternative investments which is the weak correlation with common investment classes (shares, bonds). Based on calculations by Jarašiūs G. [15, p. 3], the price variation correlation coefficient of raw materials Dow Jones UBS Commodity Index and stock index of S&P 500 is approximately 0,58 which in turn shows a strong linear correlation. With regard to this during the period of analysis it would be advisable to class only three types of funds as AIFs: hedge funds, PEFs and REFs, i.e. those that are legal according to LCIU.

It can be stated that until the financial crisis which emerged in 2007 the AIFs were not so strictly regulated since quite often such funds are registered in the countries which are famous for their favourable policies of taxation and regulatory framework. Due to their closed nature and narrower scope of investors even in cases when AIFs were
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established in the USA or the EU countries, such funds were not obligated to provide reports or other information on their activities, thus, their regulation was only nominal. Since the start of the financial and economic crisis in 2007 all major economies of the world have become noticeably concerned with the activities and control of the financial sector, as well as AIFs, attempting to make it more transparent and clear. Initiated by the European Commission a new Directive on Alternative Investment Fund Managers was adopted in the month of July 2011 [16]. As stated in the proposal for a directive of the European Parliament and of the Council on Alternative Investment Fund Managers and amending Directives 2004/39/EC and 2009/65/EC [17], the experience of the financial crisis exposed important failures, therefore, to ensure relevant regulation and supervision gaps in certain areas need to be bridged – and one of them is related to AIFs and their managers. In accordance with this directive AIF managers shall be authorized and subject to harmonized regulation standards. Even though this directive will affect only the minority of AIF managers, their assets under management will constitute approximately 90 per cent of total AIF assets registered in the EU, as only the large AIFs shall be regulated [17, p. 6]. Based on such equity requirement even when the directive is transferred to the national legal acts (until July 22, 2013) the amendments will not affect AIFs registered in Lithuania in any way, as the Lithuanian market and capitalization are small. As of the end of 2011 none of the operating funds were able to reach at least the minimum sum which makes the directive applicable (100 mn. Euros; when the initial five-year lock-in period of funds is applicable – up to 500 mn. Euros). The analysis of trends shows a weak probability of reaching this level in the near future. Choosing Lithuania as a place of registration of alternative investment funds during this period of analysis would not be sensible as the applicable restrictions are quite strict compared with other countries (e.g. the USA or "tax paradise" countries), so Lithuania would not have AIFs which would be subject to the framework of the directive.

The trends of AIF activities in Lithuania

After three and a half years since the validation of the registration of AIFs in Lithuania such funds were quite successful in establishing their position in the common investment funds’ market. Picture 1 shows the data of AIF expansion in Lithuania in 2008-2011 with their relation to the major changes within the legal regulation of AIFs. The recast of LCIU was adopted in November 2007. The basic difference from the prior versions was the establishment conditions provided to special collective investment undertakings such as private equity funds, real estate funds and alternative collective investment undertakings. This recast also offered an opportunity to establish closed-end type collective investment undertakings. The law has been effective since March 1, 2008 and this event is marked as No. 1 in the timeline of the figure.

![Fig. 1. AIF expansion and LCIU amendments over the period of 2008-2011](image-url)

(source: compiled by authors based on [12; 21; 22])

Until the end of 2011 LCIU was amended three times, however, it did not change the regulations significantly. No. 2 in the picture is another LCIU amendment (2008, 2nd quarter) related to the changes in the definitions used in the legal act which were not related to AIFs. The first AIFs were registered in Lithuania as early as in the 3rd quarter of 2008, however, investors did not show considerable enthusiasm in relation to these funds. This is undoubtedly associated not with the insufficiently clear and attractive AIF regulation, but with general macroeconomic trends – economic recession and uncertainty in the financial markets where a more conservative and less risky investment character was prioritized.

LCIU amendments indicated as No. 3 and 4 were among other addenda related to REFs – ensuring clearer REF investment diversification principles and opportunities given to REFs to affect the issuer. The analysis of LCIU amendments with respect to the dynamics of AIF activities in Lithuania it can be stated that LCIU does not have a clear influence on the number of AIFs or the growth of the scope of assets under management. Even in case of considering the period of time needed for decisions on administrative or other procedures and circumstances to come into force and affect the previously established or future funds, LCIU amendments still do not have any impact on the number of the operating AIFs or their managed assets. The changes of the legal regulation did not show any affect
over the period of one or two quarters. It may, from the first glance, seem that events No. 3 and 4 could condition the decrease in the number of AIFs in the 4th quarter of 2010 and the 1st quarter of 2011. However, this decline was caused by two PEFs which terminated their activities as well as one hedge fund. As mentioned before, the latest LCIU amendments were related to REFs and were not to influence other types of AIFs.

Since AIFs were legalized in Lithuania in the period when AIFs were widely known and quite popular in the main financial centres (moreover, because the EU regulation was taken into consideration), the basic provisions of the law were applied in a sensible manner with regard to the new tendencies, thus, there was no need to change them to a large extent. It can be mentioned that due to such circumstances even the small LCIU amendments do not exert almost any influence on the AIF market which was formed in Lithuania.

The AIF activity in Lithuania is obviously successful. Despite the fact that these funds became legal during the very culmination of the global economic and financial crisis, since early 2008 up till late 2011 the AIF investment share in all the CIU investments grew as high as 16% and this is the largest part from the very outset of the AIF activity in Lithuania. As seen from figure 1, the absolute amount of AIF managed assets were on the increase almost continually with insignificant declines over several quarters. In view of such fast AIF growth one should note that AIFs can also cause a number of negative consequences for the economic and financial market, especially with funds acquiring more and more assets. Without a separate analysis of each AIF type it can be stated that AIF can experience difficulties due to leverage and not always liquid investments when the atmosphere on the financial markets gets worse and uncertainty rules. Problems with large AIFs can also lead to systemic risk. Therefore, it is necessary to maintain adequate AIF regulation by ensuring timely decisions and blocking the negative impact of the AIF activities.

While analysing the individual features of each type of AIFs a trend is clearly seen where the most popular type is REF both in managed assets scope and number of participants. The initial AIF activity stage in Lithuania was different – among the AIFs the most popular ones were the PEFs – 3 registered, 1 one them attracted two participants and controlled the major part of all AIF managed assets (until 4th quart. of 2005 these were the only funds which attracted assets which made up 10,96 mn litas in the above mentioned quarter [22]). However, starting from 2010 2nd quarter hedge funds and especially REFs gained popularity. For the end of 2011 according to the data supplied by the Bank of Lithuania [21] two PEFs were registered in Lithuania – both of them are not involved in any activity and have not attracted investments. Since early 2008 a total of 4 PEFs were registered in Lithuania. Thus, it can be concluded that under current conditions PEFs are not highly demanded in Lithuania, as they fail to attract the required investments.

PEFs are often presented as favourable, their effect on the economy is being analysed only through a positive prism (e.g. Alemanya L., Marti J. [18], Venture Impact [5]), that is why it could be said that the AIFs of this type were the most attractive in Lithuania as well. The assessment of LCIU regulations applied to PEFs it can also be noticed that they had relatively more advantageous conditions compared with other AIFs (less diversification requirements, wide variety of investment instrument choice and financial leverage). The activity of PEFs is mainly focused on the young, promising and developing companies and can offer funding under favourable conditions. For these reasons it could be expected to see more popularity for PEFs in the conditions of the recovering and progressing economy. Nonetheless, by the end of 2011 there were no actually functioning PEFs in Lithuania [22]. The authors believe that this can be due to the funding provided by the EU structural funds and the recently popular risk capital financing for small and medium-sized enterprises (e.g. JEREMIE initiative which creates conditions for the allocated EU structural funds and national funds to be used for the support of SMEs via the holding funds).

The recent development is the dominating position of REF on the Lithuanian AIF market – the real estate funds attract most participants and manage the largest share of assets. Essentially there are two types of REFs, associated in Lithuania – open-end and close-end types. REFs offer a possibility for the small investors to have real estate in their portfolio not only in a customary form, i.e. by acquiring real estate, but also as non-traditional form. Moreover, the correlation of such funds with the share markets (as in case of other AIFs) is weak [19].

Based on data of JP Morgan Asset Management [20] investments in real estate are more profitable than the instruments of the money market, but in terms of risk-profit they are not as attractive as the investments in shares. Despite the fact that in the long term real estate is affected by macroeconomic variables and economic cycles, this class of assets has an insignificant correlation with the stock market. Moreover, the cash flows generated by real estate are more stable. In view of this fact it can be stated that such investments are attractive and promising. With the decrease of real estate prices in mind the recent popularity of REFs can be easily explained. As of the end of 2011, according to the data provided by the Bank of Lithuania, there were 5 REFs registered in this country. As two of them were established in the second half of the analysed period they did not attract any investments, thus, in reality only 3 REFs are marked by activity. The managed assets of these REFs as of the end of 2011 reached 75,62 mn. litas which constitute 14.8% of the total assets managed by CIUs. At this time REF is the only type of AIFs which can work successfully in Lithuania (in terms of the managed assets scope) and increase its managed assets. Despite the fact that as of the end of 2011 three hedge funds were functioning in Lithuania, and all of them have attracted investments, their managed assets as of the data of the end of year 2011 stood at 6,31 mn. litas, it makes up 1,2% of the total CIU managed assets in Lithuania [21]. Even in case of considering the possibility of AIF to use financial leverage (which for hedge funds is up to 200% of net asset value, and 75% respectively for REFs [12]), it can be stated that REFs are the most attractive in Lithuania at the present period under scrutiny.

**Conclusion.** Despite the fact that AIFs were allowed by the legislation of Lithuania quite recently their market is fully formed and functions in a sufficiently successful way. It is proven by the ratio of the AIF managed assets and the total CIU managed assets which stand at 16%. Moreover, historical data shows that this is a growing tendency. However, the analysis of the AIF activities in Lithuania a trend was noticed where a large number of such funds (10 out of the 15 registered AIFs are currently functioning while only 6 of them have attracted investments) fail to attract investments and are finally compelled to stop their activity. Therefore, the AIF managers should not be extremely optimistic and while establishing AIFs they should consider the level of the market, its level of maturity and the willingness of investors to invest funds in AIFs.

The expansion of AIFs in Lithuania allows investors to have broader diversification opportunities and a more varied choice of investment instruments. Nonetheless, it is necessary to also consider the threats of such funds which can arise due to their investment actions, leverage, etc. Despite the fact that due to its small size and relatively
strict regulation at the analysed period AIFs do not pose any dangers to the economy and financial market of Lithuania, it is important to further analyse the AIF activities and means of the system of internal control so as to prevent the possible speculations and other negative types of AIF activities.

As a consequence of the recent global economic decline it was decided to put stricter regulations on the non-traditional investment instruments, AIFs among others. However, due to the small market and the insignificant size of AIFs registered in Lithuania the globally accepted regulation will not affect the AIF's functioning in Lithuania during the analysed period. Despite the fact that during the short-term and intermediate period shows only a slight probability of AIFs registered in Lithuania to emerge within the framework of the newly adopted directive on AIF managers, it is important to analyse the legal AIF regulation on a world-scale and implement respective measures in the national legal base.
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EVALUATION OF INTERNAL CONTROL: RISK MANAGEMENT IN EXTRACTIVE INDUSTRY ENTERPRISES

In the nowadays competitive world, technologies are rapidly developing and varying, market needs are changing, business processes becoming more difficult, and it is getting more and more complicated to control the enterprise and to perform its internal control. Purpose of the article is to perform an analysis of internal control and it’s management system. Moreover, only the effective internal control system has positive influence on all other control systems of the company, and when the company has an effective internal control, it may compete with other companies operating within the branch, and to endeavor at new strategic goals set by the management.

Keywords: internal control, evaluation, fraud risk

The internal control system is very important in all enterprises without any exception, be they large, medium or small [1]. This is why the purpose of internal control is to manage business risk, i.e. to find the coordinated methods and means of the system of internal control so as to minimize the risk related to business environment, to process happening in the enterprise, and to generate the information that would be an essential background for making business decisions. Indeterminacy of these three types are common for every business, and managing to control them effectively is especially important in extractive industry enterprises.
As the competitiveness in modern world is getting stronger, the technologies are rapidly developing and changing, the market demands are changing, and the business processes are getting more complex, it is becoming more and more difficult to manage the company and conduct its internal control. Therefore the manager of any company needs such a control management system that would allow managing the company’s activity effectively and to secure the implementation of set objectives and tasks [1]. It has to be noted that as the volume of internal control, its functions and roles are constantly changing, it is quite important to form general definition of internal control and to identify the place of internal control in organization. However, it has to be stressed that despite the importance of research object, this topic is not widely analyzed among the scientists. Therefore the identification of the place of internal control in the management structure of the company is becoming an important task when it is attempted to implement or foster effective internal control so that maximal benefit was achieved [2]. The results of a detailed analysis of the internal control conception enable to state that the very different definitions of internal control, made by different authors, still involve some main goals of internal control, which are to present reliable and detailed information, to protect capital and documents, to ensure an effective economic performance, obeying the accounting principles, the presentation of reliable financial reports, obeying the laws and subordinate legislation, the established rules of the enterprise, and an effective control of risk. The analysis based on foreign and Lithuanian data of the internal control conception research enables to present a resumptive definition of internal control: an internal control system is part of the enterprise management system, which ensures the implementation of the enterprise’s goals, its effective economic-commercial performance, obeying the principles of accounting, and an effective performance risk control enabling to minimize the number of intentional and unintentional mistakes and avoiding frauds made by authorities or employees in the enterprise performance process (see Fig. 1).
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**Fig. 1. The proposed structural scheme of the resumptive concept of internal control**

*Source: compiled by the author*
Alongside quantitative indicators, in each enterprise, and especially in extractive industry, most attention must be paid to control mistakes and frauds and to project the means of prevention, they have to achieve and complete the effective and optimal internal control and accounting system. Whereas to implement aims of internal control can also be achieved by operatively applied and cherished internal control system which effectiveness guarantees not only precise goal achievement but also positioning in the market, optimizing the organization’s performance effectiveness and profitability.

**Risk evaluation in extractive industry companies**

[6, 8] stress that only the effective internal control present in the enterprise helps to secure the productive economic activity, to guarantee that the laws, post-statutory acts and enterprise’s regulations are followed, to implant proper protection methods of enterprise’s property, to avoid mistakes, and to reveal misusing, etc. However, another untraditional attitude is also often encountered in the scientific literature, for example [4, 7] state that the effective internal control reveals the enterprise’s development perspectives, helps to notice the risk hazardous to enterprise’s existence – in such a way this control becomes an important risk management tool.

It must be mentioned that in enterprises operating in extractive industry there is a specific accounting system which also influences the character of mistakes or frauds. Practice shows that the most common frauds are influenced by raw extraction specification. The accounting of raw materials in extractive industry enterprises is quite difficult because these materials are not purchased or stored, so their amounts can be evaluated very differently. Besides, employees of extractive industry enterprises can embezzle raw materials and thus, abuse their accounting system. Accounting and its data cannot reveal such embezzlements, unlike in other types of enterprises; therefore, internal control in extractive industry enterprises is so important, and here the assessment of mistakes and frauds becomes the main task of an effective internal control [3]. To identify potential spheres of frauds in extractive industry enterprises and to project particular means of prevention so as to avoid them, it is most purposeful to ensure a good internal control; thus, identification of conditions that allow the emergence mistakes and frauds becomes a very important task of research. Foreign scientists and the International Association of Fraud Research have grouped the factors, conditions and events of the emergence and presented them in a fraud triangle. It is divided into three parts that consist of opportunities, motivation and realization. Those three elements together provide conditions for the emergence of mistakes and frauds. However, such a portraying without by the internal control system performed the assessment of risk affords little benefit. Such a portraying allows not only to identify the main fraud components of the triangle, but also to reveal their importance and place in the internal control system and more precisely in the assessment of risk, aimed to identify the conditions that favour the mistakes and frauds made by authorities or employees in of extractive industry enterprises (see Fig. 2).

![Fig. 2. Scales of assessment of fraud risk components](image)

**Source:** compiled by the author

Motivation can be distinguished as the first element in the scales of fraud risk assessment. It shows whether an employee is prone to dishonest behaviour and gives the reason why the motivation normally is linked with greed and some exact life events, for example, abrupt need of financial resources caused by debts, wrong loans, drugs, alcohol or gambling, personal problems in the family and so on. The second element of the scales of fraud risk is the opportunity treated as a chance given to the employee who is planning to make a fraud. It is indicated regarding the person’s position and delegation in the enterprise, access to the enterprise’s capital and accounting records [5]. This is usually also related to the internal control existing in the enterprise: the more effective the internal control, the less the possibility to make a mistake or fraud. The third element in the scales of fraud risk is realization, although in the scientific works that analyse the fraud triangle and its elements it is indicated as rationalization and is treated as the ways an employee explains his dishonest behaviour. Although the third element in the scales of fraud risk must be defined as realization, not the excusatory reasons but the employee’s personal traits such as honesty or principles allow assessing objectively whether the employee is prone to make mistakes and frauds. Identifying and distinguishing the weaknesses that create conditions for mistakes and frauds enable to anticipate the limitations of some processes and also the problems arising in the internal control. To find out the problems that occur in the internal control system of the enterprise and that cannot be easily audited the essential condition becomes to evaluate the connections of assessment criteria, relations among mistakes and frauds, and weaknesses that create conditions for mistakes and frauds.

To manage risk successfully extractive industry enterprises firstly should identify and determine all the risks, that influence their performance, the types and also to assess the implemented means of risk management and their effectiveness. Supposedly, the risk management in every enterprise...
must be identified with shareholders’ property value increase because all enterprises without exceptions face the uncertainty and challenge to decide how much of uncertainty is acceptable to increase the shareholders’ property value.

During this process the enterprise chooses the most appropriate risk assessment and management instruments, also risk management strategy that transfers risk in extractive industry enterprise to acceptable level (see Fig. 3).

![Risk Management Diagram](image)

**Fig. 3. Process of risk management in extractive industry enterprise**

*Source: compiled by the author*

It must be mentioned that risk depends on many subjects thus it is usually quite difficult to assess it. This is the reason why analytics must coherently and constantly, incessantly analyse risk, its manifestation forms and probabilities while in business practise there are also formed some risk level assessment methods, formulas and rules. Their choice involves each unacceptable risk management establishment and assessment of their abilities therefore to each risk management possibility there must be made analysis of expenses – benefit.

Comprehensive analysis results of internal control enable to state that though different authors give different definitions of internal control there are still some general purposes of the system of internal control remaining, to ensure reliable and comprehensive information, to protect the property and documents, to assure effective economical performance, to ensure observation of accounting principles and presentation of reliable financial records, to assure obeying laws and executive acts, enterprise rules and to ensure effective control of risk.

The accounting particularity of the Lithuanian extractive industrial enterprises determines that the mistakes committed by the employees initiated by fraud are almost equal to frauds initiated by company or its management. Thus as the staff of the Lithuanian extractive industrial enterprises may initiate the frauds successfully, the persons executing internal control need big work experience in the enterprises of such kind, also they have to be well familiar and know the accounting particularity of such enterprises in relatively high interpretative level. The effective internal control system present in the extractive industrial enterprise may become unsuitable or even ineffective when the circumstances change, thus the assessment of its effectiveness is one of the tools to improve the accounting policy, to protect the company’s assets, and to secure the correct accounting and effective activity. According to the research results of extractive industrial enterprises, they have ineffective internal control system because the deliberate or unintentional mistakes are encountered in all the analyzed enterprises without any exception; the majority of analyzed enterprises encounter frauds initiated by the employees; the present frauds and mistakes allow making the presumption that at least one or more weaknesses exist, which create conditions for development of frauds and mistakes.
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GLOBAL PROBLEMS OF FINANCING VARIOUS SECTORS OF ECONOMIC AND THE RISKS RELATED WITH THEM

In the current context of globalization and integration of economic and social processes that occur in each country and the whole world, important place acquires the prevention of risks faced by the country.

Operation of each country can be divided into several sectors, such as socio-political, economic, foreign trade, financial stability and real estate, public finance sector, energy sector and environmental sector.

Economics is designed to ensure the prosperity of the nation and its welfare as social and political sphere has a special and fundamental importance, since it is the basis for the existence of all other areas of the country.

Economic activity ensures the formation of resources used to finance social and political sphere. In addition importance is attributed to external economic relations of the state as modern integration and globalization processes not put the state in dependence from each other and from the socio-economic trends taking place in these countries.

Financial stability is the key to the country's economy, so its figures are important in the context of cooperation between different countries. Also, important are the public finances that are a source of resources for the state of its functions, maintaining the required level of life and further development.

Another significant sector of the economy are energy and environment as for economic development and manufacture of required energy storage, although it affects the environment of the country.

The most fully the these issues covered in the works of G. Alpatova and L. Krasinova, A. Zaman and other scientists, but in the context of the latest events this topic becomes particularly relevant.

Presentation of the main material. Ukraine has high levels of corruption and excessive government regulation of the economy are the obstacle to investment. Corruption and inefficiency of the government – thwarted an attempt to transform Ukraine into a fully democratic state and the transition to a liberal economy. The state has a significant share in key sectors, such as, for example, banking and energy. In addition, officials have personal interests in sectors of national importance, which prevents external investment and transparency in these sectors. In 2010, Ukraine was ranked 160 among 183 countries in economic freedom [1].

Reduces the number of working population is aging nation, and thus increases the pressure on the social security system. In 2010, the population over 65 years was 22.4%, and predicted to reach 26.0% in 2020. Accordingly, the pension liabilities in 2010 amounted to 17.0% of Gross domestic product (GDP), and tend to increase unless there is a reform. Lack of social security reform raises the risk of high public debt. The average age of male life expectancy is 36.6 years to 15.7% less than the average age of women's lives. In 2010, the unemployment rate was 8.1% among women and 9.0% among men.

In Poland the unemployment rate in 2010 was 9.6% in 2011 – 9.0%. Women's unemployment among is 10.0% in 2010. In 2010 worked only 56.8% of women that strengthens the shortage of skilled labor due to a large migration. Number of men in 2010 was 69.9%. Such a low percentage of women associated with conservative views on the role of women in society.

There is considerable income inequality among the population of Poland.

Coefficient Gini (G) for incomes in Poland amounted to 25.1% in 1990 and gradually increased to 36.2% in 2010. (The extreme limits of the coefficient of 0% characterizes the absolute equality of income, 100% – absolute income inequality (one person earns all the income). However, increasing the Gini coefficient does not lead to social tensions, Polish society is stable [2].

In Poland the significant costs of social security, due to the aging population. To Poland comes a lot of low skilled immigrants, usually from Asian countries, which leads to lack of staff.

In Italy, according to Transparency International's 2010 corruption perceptions index is one of the most corrupt countries in Europe. Regional and gender disparities are huge, with fewer than half of working-age women enrolled in the labour force in 2010. The proportion of foreign-born residents has increased tenfold in the years 1990-2010, and the country has seen racial violence. In the decade 2000-2010, GDP per capita increased only marginally. Italy's exports have led the modest recovery of 1.3% real GDP growth in 2010, and are expected to underpin the 1.1% growth rate that is forecasted for 2011 [3].

In Italy ranks third among countries with the oldest population. The share of population over 65 years in relation to the population aged 15 to 65 years in 2010 was 30.9%, in 2020 is projected at 35.9%.

Italy is 67th among 179 countries in economic freedom. Italy has many problems that hinder business activities, such as high levels of corruption, excessive intervention into economy and the complexity of the regulatory framework. On a scale that ranges from 10 ("no corruption") to 0 ("highly corrupt") in Italy 3.9 point. Corruption in the labor
market contributes to older workers, leading to an outflow of young professionals.

In Italy, high income inequality. Gini index is 36.3% in 2010 (0 – complete equality of income, 100 – gross income inequality). For example in France the figure is 29.4%. Spain 31.2% and 34.4% in Germany.

In Italy in 2010 occupied only 46.6% of women compared with 59.0% in the whole EU. The overall unemployment rate increased from 7.8% in 2009 to 8.4% in 2010, but below average in the euro area, where unemployment is 10.0%. Youth unemployment, however, was at the highest level in a decade, and unemployment among people aged 15 to 24 years was 29.8% at the end of 2010 [4].

Although Italy is a democracy, the political situation is characterized by frequent crises and government reshuffles. The share of foreign-born residents increased from 0.7% in 1990 to 7.0% in 2010, including migrants from Eastern Europe and Africa, causing unrest and tension among the population.

After analyzing the socio-political sphere of Ukraine, Poland and Italy should be noted that one of the main problems is the aging of the nation and reduce the workforce, as it increases pressure on public finance sector and requires increased spending budget. Lack of funds to finance the pension obligations of the state is one reason debt countries tend to increase. In addition, high levels of corruption and significant intervention in the economy hinder foreign investment. State has a significant share in key industries.

There is considerable income inequality. Thus, socio-political sector needs significant reforms to reduce risks in the future, especially retirement and overcome the burden, high levels of corruption.

Economics and the external sector. The growth of Ukraine’s economy largely depends on the level of prices and exports of goods and heavy industry. There is no effective monetary policy of Ukraine, the results of which have deteriorated under the influence of the economic crisis of 2008-2009, and led to the insolvency of the banking system.

For Ukraine, the main export goods are products of steel and raw materials. When in 2008-2010, prices for raw materials dropped, revenues from exports to Ukraine were reduced by 40.6%. In turn, the fall rate of the currency led to a massive withdrawal of bank deposits, and this undermined the liquidity of the whole financial system of Ukraine.

Till 2009, the real estate prices were very high, and the mass used loans to purchase real estate. However, in 2010 the real estate sector still remains weak, although it started a lot of new construction. The share of construction in GDP has decreased by 10%. The trade balance of Ukraine has a negative value, its deficit in 2011 amounted to 9.4% of GDP. [6].

Poland, unlike of other Eastern European countries, has managed to avoid serious consequences of the global economic crisis of 2008-2009, while avoiding the economic downturn. Real GDP grew by 1.6% in 2009 and 3.8% in 2010 to 3.8% in 2011 in real terms. GDP per capita in 2010 was 12,278 U.S. dollars, occupying the seventh place in Eastern Europe.

High levels of imports and exports of goods to compensate each other, creating an economy that has kept competitive and allowed to devalue the zloty by 25.0% against the U.S. dollar during the period 2008-2010.

In 2010, exports amounted to 34.6% of GDP, 33.0% of GDP in 2009. Trade balance, nearly balanced, although there are slight variations in the expense of imports.

The main market for Polish exports are the European Union (81.5% of total exports in 2011). In Germany accounted for 26.8% of total exports in 2011. In addition, increasing exports to China from 0.7% in 2005 to 1.1% in 2011. In 2011, exports of vehicles made up 41.7% of total exports – including motor vehicles (cars, other vehicles and their parts). In 2011 Polish exports increased by 14.0% compared with 2010 and Poland imports amounted to 16.4% of GDP in 2009 and 36.4% of GDP in 2011. As with exports, mainly imported goods originating in the EU. Imports from Germany in 2011 was 29.0%, from Italy, France, the Netherlands and the UK as a whole 19.5% of total imports. Russia is Poland's largest supplier of energy and is 8.7% of total Polish imports [7].

In Italy the real GDP in the 2000-2010 years on average per year grew only by 0.6%, which is one of the worst in the world.

Italy was one of the leading countries worst hit by the global economic crisis 2008-2009. The crisis revealed the existing structural deficiencies that led to nearly ten years of very weak economic growth. The main reasons for defining inflexible labor market and low competitiveness.

Real GDP fell by 1.3% in 2008 and 5.2% in 2009, as a consequence of the fall in private consumption, investment and exports. GDP growth resumed in 2010 at 1.3%, mainly due to exports. In 2011, GDP growth is also very slow, at 1.1% in 2012 forecast to 1.3%.

Italy has a large number of trading partners, but it's mostly European countries. Because of Italy does not export essential goods is very sensitive to changes in demand in Europe.

The main categories of imports are machinery and transport equipment. Therefore, the main threat to Italy is the change in energy prices that are very important for production. Italy is one of the largest importers of energy resources in Europe. [8].

So, it should be noted that among the considered countries, the least of the consequences of the crisis of 2008-2009 hit Poland, whose economy appeared stable. Most of the crisis hit Italy since the average growth rate of GDP in Italy was 0.6% per year, which is one of the lowest in Europe. Moreover, the crisis showed the weaknesses of Italian economy, financial sector losses.

Regarding foreign trade, we can say that Ukraine is highly dependent on the prices of metallurgy, which are major export commodities.

The stability of the Polish economy is attractive for foreign investment. Moreover, Poland's foreign exchange reserves increased by 36.8% in 2010 to 100 billion. USA.

Foreign investments in the Ukrainian economy during the crisis decreased by 34.7%. High levels of corruption and no certainty of economic processes in the country makes confidence of investors law.

Foreign investment in the Italian economy is relatively stable, although not large, because Italy has a low GDP growth, which is not attractive to investors. Average volume of foreign investments in Italy is 1.4% of GDP. The only relatively stable position of Italy can determine membership in the EU, even at low gold reserves Italy isolating the country from currency volatility and risks. [9].

Public finances. Ukrainian Public debt increased from 12.5% of GDP in 2007 to 34.6% of GDP in 2009. And in 2010 – public debt was 38.9% of GDP.

And in 2011 State domestic debt was 12.3% of GDP. State external debt was 14.9 % of GDP and Public debt to GDP 27.2%. The budget deficit increased from 1.9% of GDP in 2007 to 6.2% in 2009. The budget deficit Ukraine in 2010 was 5.6% and in 2011 budget deficit was 8.2 billions of hryvnas. [10].

Poland. In 2007 had the deficit amounted to 1.9% of GDP – 2010 – 7.9% of GDP in 2011 – 5.6% of GDP in 2012 budget deficit is projected at 3.6% of GDP. Public
The Italian public finances also face the burden of an aging population (increasing from 30.9% in 2010 to 35.9% in 2020), as well as associated costs. The government will have to increase revenues and/or divert spending from other areas of spending to improve health and retirement social security.

Budget deficit in Italy is one of the lowest in the euro area at 4.5% of GDP in 2010, 5.3% in 2009. However in 2010 the country's public debt increased to 119% of GDP and is one of the highest in the world (in 2005 public debt was 106% of GDP). Reducing the budget deficit for 2009-2010 was due to failure of anti-crisis measures, reducing capital costs. Interest payments on public debt is more than 4.0% of GDP annually since 2005. This figure is unsustainable in the long run.[1]

So, Ukraine has the lowest percentage of the public debt to GDP. It should be noted that the main threat of increasing of public debt for Ukraine is to increasing the number of pensioners as pension liabilities in 2010 amounted to 17.0% of GDP and tend to increase.

Poland's budget deficit is 7.9% of GDP in 2010, despite the fact that public debt is 55.7% of GDP. It should be noted that in comparison with the Ukraine and Poland, Italy's budget deficit is not significant and in 2010 is 4.5% of GDP, but public debt in Italy is too large, amounting to 119.0% of GDP in 2010.

All those countries have the problem of aging population is a significant risk to public finances in terms of increased spending on social security and, thereby, increase the budget deficit and public debt to finance this deficit.

Next very important problem, that has each of the countries dependent on import and imported energy. Ukraine depends on imports of Russian gas, even in spite of their own deposits of gas. Afghan production is not efficient use of energy. Ukraine has the lowest percentage of the public debt to GDP. It should be noted that among the considered countries, Ukraine has the lowest percentage of public debt to GDP. Poland's budget deficit is 7.9% of GDP in 2010, despite the fact that public debt is 55.7% of GDP. For comparison, the budget deficit Ukraine in 2010 was 5.6% and public debt 38.9% of GDP. Compared with Ukraine and Poland, Italy's budget deficit is not significant and in 2010 is 4.5% of GDP, but public debt in Italy is too large, amounting to 119.0% of GDP in 2010.

The Italian public finances also face the burden of an aging population (increasing from 30.9% in 2010 to 35.9% in 2020), as well as associated costs. The government will have to increase revenues and/or divert spending from other areas of spending to improve health and retirement social security. [1]

Interest payments on public debt is more than 4.0% of GDP annually since 2005. This figure is unsustainable in the long run.

The Italian public finances also face the burden of an aging population (increasing from 30.9% in 2010 to 35.9% in 2020), as well as associated costs. The government will have to increase revenues or divert spending from other areas of spending to improve health and retirement social security. [11]

So, Ukraine has the lowest percentage of the public debt to GDP. It should be noted that the main threat of increasing of public debt for Ukraine is to increasing the number of pensioners as pension liabilities in 2010 amounted to 17.0% of GDP and tend to increase.

Poland's budget deficit is 7.9% of GDP in 2010, despite the fact that public debt is 55.7% of GDP. It should be noted that in comparison with the Ukraine and Poland, Italy's budget deficit is not significant and in 2010 is 4.5% of GDP, but public debt in Italy is too large, amounting to 119.0% of GDP in 2010.
The Bank of Lithuania annually publishes annual reports covering the implementation of its functions, as well as the analysis of macroeconomic and trends of banking market. In accordance with the Republic of Lithuania Law on the Bank of Lithuania, the same information is provided to the Parliament of the Republic of Lithuania. A significant importance is given to the prevention of crisis in the banking sector. The Financial Crisis Prevention and Management Plan was approved by the Resolution (7) of the Government of the Republic of Lithuania on 24 November 2008. The Plan provides stages of crisis prevention, taking into account risk factors, which can lead to the financial crisis. The Bank of Lithuania adopted the same legislation in 2009. Great attention is paid to the implementation of Basel III. Discussions are on-going with banks considering that a competitive edge on the market, because as per EU requirements, because their supervision is done by the institution supervising the banks – in achieving the safe and sound functioning of banks. The banks’ challenges in implementing Basel III are also discussed, and so are the international cooperation aspects in the area of financial stability and crisis management.

Keywords: (financial crisis, Lithuanian banking development, Basel III, Supervision).

The article analyses the main tendencies of the development of the Lithuanian banking, their importance to the economy and the financial system of the country. It analyses the direct and indirect impact of the worldwide financial crisis on the banking sector as well as the role of the Bank of Lithuania – the institution supervising the banks – in achieving the safe and sound functioning of banks. The analysis of macroeconomic and trends of banking system – the dependency on foreign banking, particularly that which comes from the Scandinavian countries. At the end of 2011, foreign banks owned a 87.7 percent share capital of the banking system. Foreign banks are dominating the banking system both in terms of assets, and loans and deposits, and the three largest banks’ market share concentration by the end of the year 2011 had grown to more than two-thirds of the market: The assets during the year increased by 69 percent, the share of loans to 68 percent and the deposit segment to 71 percent. Foreign bank branches have been strengthening their position in all segments due to their increased competitive edge on the market, because as per EU requirements they have to satisfy fewer prudential risk-restricting requirements, because their supervision is done by the country of origin. On 1 January 2012, branches of foreign banks accounted for almost 20 percent of the banking system’s assets. Furthermore, in the light of the Lithuanian banking system’s evolution in 2011 it is necessary to highlight one significant event occurred on 7 December 2011: Bank SNORAS, the fifth-largest bank with a market share of about 10 percent was subjected to bankruptcy proceedings [1, p. 30], which has led to foreign banks and their branches dividing up the bank’s market share.
Banking activities before the global financial crisis.

Just like in the neighboring Baltic countries, in Lithuania, too, the rapid economic growth in 2003-2007 was the result of not only the advantages of integration into the EU the favorable tax environment for investment, and the aggressive drive and risky rate at which the private sector was borrowing from commercial banks as well. Before the global financial crisis, the banking system had been growing very rapidly: during the 2003 – 2007 period, the banking system's assets rose by 37 percent on average annually, with the highest annual growth recorded in 2005, when the assets grew by 54 percent. The main sources that fuelled the growth of the banks were deposits from the clients (which in the same period increased by 26 percent annually), and financial resources from foreign banks (mostly parent companies) that during this period grew by an average of 67 percent annually and at the end of 2008 reached 47 percent of balance sheet liabilities.

The attracted money was mainly used by the banks to grant loans to customers. The banking system’s loan portfolio in 2003 – 2007 grew by an average of 47 percent each year and at the end of 2008 accounted for the major portion – 80 percent – of the banking system's assets. The fastest growth was reported in the volumes of bank loans to individuals and private companies. Loans granted to private individuals within the five years rose by 12 times to 28.6 billion litas, (The official fixed exchange rate 3.4528 litas per 1 euro) with the individuals borrowing primarily for housing acquisition and real estate reconstruction. The growing real income of individuals (the increasing salaries) and sometimes inadequate decisions to take a mortgage loan (without considering potential future recessions and being too optimistic about the future real income of the family) have driven the real estate market upwards, with the prices growing drastically. Real estate development by private individuals has also influenced and stimulated, to some extent, private companies to develop more projects to provide more real estate development–related services, which has led to private firms borrowing from banks also gaining quite a big momentum. Loans to private companies over the reporting period increased by more than 4 times. Most banks were lending to companies engaged in production and real estate development [2, p 58]. In 2007, Lithuania widened the gap between VILIBOR and EURIBOR (the euro zone index EURIBOR shows interest rates in euro, while VILIBOR in litas ) interest, and as a result loan portfolios were dominated by loans in foreign currency (mainly in euro). Of course, even at its high pace of growth, the loan portfolio in Lithuania stood at 62 percent the GDP in early 2008, whereas in other Baltic countries it was much higher, amounted to 106 percent of the GDP in Latvia, and 98 percent in Estonia. Compared to the neighboring countries, the volume of mortgage loans issued in Lithuania was significantly lower as well. The growth of banking activity affected the growth in net interest income, which was positively influenced by the profitability of the banking system and the rate of return ratios. A record-breaking profit of 1.2 billion litas was earned by the Lithuanian banking system in 2007.

The crisis period: indirect and direct impact on the banking system. In 2008, in the light of the global financial crisis, the impact was felt in all countries, including Lithuania. In fact, many experts predicted that the direct impact of the crisis in the financial system of Lithuania would not be substantial, because the Lithuanian banks are not closely related to U.S. financial institutions, and also, the country's financial market is quite small, with shares or bonds not being significant investment sources. In addition, most of the banking market is controlled by Scandinavian banks and the global crisis in these countries was relatively small and short-lived, so that had some positive effect on the Lithuanian banking system. However, the indirect impact of the crisis came through the interest rate rise on the global markets. With the volumes of production and consumption in Europe on the decline, Lithuania was faced with a drop in export volumes. In particular, the economic downturn affected the construction and transport sectors the most. Consumption went down in Lithuania and the banks severely restricted access to credit, becoming more careful about issuing loans and tightening the lending conditions (especially on loans for land acquisition and construction financing), raising the collateral requirements for loans and the residual amount of borrowers' income after the loan has been serviced. Banks, and foreign-owned banks in particular, in late 2008 began to structure a potential impairment of the loan portfolio.
GDP (2009), and the banking system reported a record of loss of nearly 3 billion litas.

**Measures to overcome the crisis.** The European Commission in October 2008 adopted an action plan titled *From Financial Crisis to Recovery, European Framework for Action* [8]. This document emphasizes the need to create a new financial structure, strengthen the application of the risk management and crisis prevention system, as well as to reinforce the international cooperation among the financial supervision authorities. Also, an emphasis was placed on the need to deal with the effects of the crisis on the real economy and the application of crisis prevention measures. The paper also focused quite heavily on the flexibility of employment relations to prevent unemployment. In order to overcome the crisis, many countries have spent huge sums to rescue the banking system. Meanwhile, the Lithuanian banking system has made do without government and central bank support. It had been recommended repeatedly for several years that banks should make profit allocations for the reserves to cover activities risk. Banks have carried out the Internal Capital Adequacy Assessment Process (ICAAP): they assessed the exposure to significant risks and the estimated capital requirements to cover it. Banks have set themselves a higher internal capital requirements ceiling (between 9.5 and 10 percent); when this ceiling is approached, the banks will look for ways to either raise capital or reduce the risk of the assets. In its own turn, the Bank of Lithuania has undergone a Supervisory Review and Evaluation Process (SREP) [8]. The SREP is followed by annual general and targeted inspections. In order to assess the liquidity problems of each bank better, the banks are now required to submit additional information about the changes in the assets and liabilities structure on a daily basis. If any major fluctuations in the structure of assets or liabilities are spotted, the banks are requested to explain their causes and provide measures to be taken to cover the potential liquidity risks. Lithuania has taken further steps in crisis prevention. In 2009, the Bank of Lithuania approved the financial crisis prevention and phase management setting and information exchange procedures, which involved performing and ongoing risk assessment of the banking sector. A Financial Stability Act was adopted to provide for measures of state intervention in the financial sector. The Nordic and Baltic cooperation agreement was signed, laying down detailed cooperation processes in the context of the EU memorandum of understanding on crisis management (envisaging effective communication, assessment of the situation and the financial burden-sharing), and work was carried out at the EU level to identify systemic risks and establish measures to overcome them, as well as to coordinate the support measures [3, p.47]. According to the Financial Sustainability Act, banks will be covered by the following financial stability arrangements: the state guarantee, repurchase of the bank's assets, public participation in the bank's capital and the taking of the bank's shares for the public needs. One important role in strengthening the confidence in the banking sector has been played by the changes in the deposit insurance system, whereby the amount of insured deposits was increased up to 100,000 euro for an indefinite period. Recently, the real GDP has been growing rapidly in Lithuania, and so the economic growth outlook was expected to remain relatively favorable in 2012. However, the recent developments call for a more careful assessment of the economic development and the uncertainty associated with the forecasts for the coming years has increased further. Most of it is due to the faster-than-expected deterioration of the situation abroad, because efforts to resolve the debt problems of some euro area countries have been futile for quite a while. The domestic demand on foreign markets is decreasing, which has led to a drop in the volumes of sales of Lithuanian products and a slower rate of increase in the amounts of both exports of Lithuanian origin and total exports. Therefore, individuals and businesses are more conservative about the next period than they were a few months ago. The SNORAS bankruptcy is another reason for the less-well regarded economic development in the coming quarters. Although, in terms of the total economy, the total amount of uninsured funds held at the bank was relatively small and the direct impact on private consumption and investments should be minimal, this still might have a potential indirect effect of a drop in the level of confidence in commercial banks. This may result in increased savings (which will reduce the public consumption), and reduced incentives for firms to invest. However, it is expected that the effect of the bank's bankruptcy on the economy will be short-lived and, considering both its direct and indirect effects, it should not thwart the annual GDP growth by more than 0.5 percentage points. The liquidity in the banking sector has also remained under constant surveillance. To reduce dependence on one source of finance, banks are not also required to diversify their sources of liquidity, carry out liquidity risk testing under potentially adverse scenarios, and, based on the results of test evaluation, prepare business continuity plans. It should be noted that the bankruptcy of the aforementioned bank has revealed certain supervisory gaps. The bank had been riddled with issues before, which were exacerbated still by the crisis. However, supervision was not adequate or done when due, resulting in negative reverberations across both the banking market, and the public.

**Situation in the banking system and its prospects** [5, p.1]. After one bank was declared bankrupt at the end of 2011, the country's banking system has proven to be ready and able to cope with stressful situations. Banks had accumulated enough liquid assets that could be used to repay deposits. In November 2011, when the bank was announced bankrupt as mentioned above, a drop in the deposits amount in the banking system was registered, yet in December the amount of operating assets of and deposits at banks increased. This was the result of the transfer of some 4 billion litas to the banking system as the insurance benefit for the deposit-holders of the bank gone bankrupt. About 77 percent of the funds was transferred to bank ac-
The liquidity situation of banks improved at the end of 2011, with the liquidity ratio climbing to 44.04 percent, the peak figure for the past eighteen months (the Bank of Lithuania’s requirement for the liquidity ratio is 30 percent). In 2011, banks maintained a high level of capital adequacy (on 1 January 2012, the adequacy of the banking system amounted to 14 percent). All banks located in Lithuania have been operating in compliance with the Bank of Lithuania’s prudential norms, but in order to prepare for the potential risks, some banks with lower capital adequacy ratios still find the matter of bolstering their capital base quite relevant.

After the losses of 2009-2010, in 2011 banks earned a whopping 1.1 billion litas. Last year, profits were very close to the record margin that the banking sector made during the period of the economy growing back in 2007, but unlike the period of economic growth, the main catalyst for the growth in profit last year was not the growing revenue levels of banks, but rather the decrease in the cost of specific provisions (relating to revaluations of loans and investments in subsidiaries) and the drop in interest expenses.

**Basel III.** As mentioned before, the Lithuanian banking sector is dominated by wholly owned subsidiaries of EU countries, and cooperation with foreign supervisory agencies and membership in supervisory boards will remain to be a matter of relevance for the purposes of further bank supervision as well. The need for increasing the cooperation levels is spurred still by the implementation of the CRD IV Directive (Basel III) provisions – a priority goal. The international financial crisis has highlighted the gaps caused by insufficient supervisory regulation, has revealed the need for systematic regulation, and therefore these changes will affect subsidiaries of foreign banks and, for branches of foreign banks, will reduce the extent of supervision on the host country’s part. It is estimated that the Lithuanian banking system has a strong tier one capital, which is used to buffer operating losses, and although the new standards require that this capital should be reduced for the amount of deferred tax, the banks nonetheless stand in compliance with the new requirements: the adequacy of banks’ Common or Core Tier I equity in Lithuania on 1 January 2011 stood at 7.4 percent, and the Tier I capital adequacy ratio was about 11 percent. [11] A lot of focus is being placed on the liquidity risk, CRD IV provides for two new liquidity ratios – the liquidity coverage ratio (LCR) and the net stable funding ratio (NSFR). Calculation of the LCR will take account of high-quality liquid assets of banks, the projected costs and revenues over the shorter term and to meet the NSFR, banks will have to balance their asset and liability structure better and to extend their liabilities. Of the new liquidity ratios, the LCR of the Lithuanian banking system currently stands at 252 percent (compared to the required value of 100 percent); based on the current figures, the NSFR of Lithuanian banks would be below the minimum requirement of 100 percent, yet there are plans to achieve it by the time the requirements of Basel III are met. [7, p.7-13].

**International cooperation in crisis management and other areas.** In the process of supervising the activities of banks which are doing business in different countries whilst belonging to the same financial group, the Bank of Lithuania continues its cooperation with the EU Member States’ financial sector supervisory authorities, working vigorously with the supervisory authorities in Latvia, Norway, Finland as well as the Swedish Financial Supervisory Authority. In 2011, meetings of supervisory colleges focused on the assessments of different types of risks that were carried out by individual countries for the financial groups that they supervise, and on discussing the process of making the decision on capital adequacy [1, p. 31]. There is a certain amount of coordination of actions in the field of crisis management, especially with the supervisory authorities in the home countries of parent banks.

**Conclusion.** Before the global crisis, the country’s economy and banking system had been growing very rapidly. The somewhat fast growth of the lending volumes has been a factor in the formation of the real estate bubbles. The measures that were applied have prevented both in the domestic economy and in the banking sector from incurring significant losses from the crisis. In recent years, the country’s economy, along with the banking sector is displaying a positive trend, but with the situation in other EU countries vague, there are still reasons to be very carefully when judging the development country’s economy. The banking system is facing new challenges in meeting the Basel III requirements, yet they will be most likely be fulfilled on time through intensive preparation.

EMIGRATION AND REMITTANCE IMPACT ON LITHUANIAN LABOUR MARKET
AND ECONOMIC DEVELOPMENT

Globalisation around the world has resulted in a movement of people between labour markets. Migration from one country to another, caused by a search of better workplaces and a higher income level, has resulted in remittance flows. Remittances are private cash flows which are sent by emigrants to their relatives left in their home country. These transfers are usually periodic, nonmarket and unrequited. Remittances can be measured as a sum of three components: worker’s remittances, employee compensation and migrant’s transfers [7]. According to the World Bank information [9; 11] there are more than 215 million international migrants in the world. Recorded remittances flow has reached 351 billions of dollars in 2011, and it was 8 per cent higher than in 2010.

International labour migrants are ordinarily moving from the less developed to the more developed countries. For many countries in the Europe and Central Asia region, remittances are one of the most important sources of external financing following foreign assistance and foreign direct investment [8].

There is considerable debate regarding the impact of international migration and migrants’ remittances to sustainable economic development and labour market of migrant sending country. Talking about empirical tests, there is no common, globally accepted model to test the impact of remittances on economic development. Despite the fact that emigrants remit only a few hundred dollars at a time, scientists believe that these flows have strong effects on economies. In addition, remittances may have both advantages and drawbacks. First of all, they can reduce poverty, the risk of income shocks, make it possible to exchange working hours into time for studies, increase consumption and investments in a receiving country. However, remittances can cause some negative effects as Dutch disease or a country’s dependence on remittances [1; 7].

The aim of this paper is to find the relationship between emigration and labour market changes in Lithuania and to evaluate the impact of remittances on economic development using statistical methods.

Population size in Lithuania has been constantly decreasing in recent decades. High levels of emigration were being observed, especially since 2004 when the country joined EU. The level of emigration was highest in 2010, when it reached 2.5 per cent of total population. This increase in the number of emigrants was influenced by the obligation laid down in the Law on Health Insurance of the Republic of Lithuania for permanent residents of the country to pay compulsory health insurance contributions. At the same time, the impressive remittance flows have been recorded in a few years (see Fig.).
Remittances reached 4.57 per cent of national GDP in 2011 thus compose 1506.26 Lithuanian Litas per capita. According to the World Bank scientists remittances are sent by cumulated flows of migrants over the years, not only by the new migrants of the past year or two [8]. This makes remittances persistent over time. If migration flow stops, then over a time period remittances may stop growing. But they will continue to increase as long as migration flows continue.

Mostly young and educated people who are highly capable and willing to work and pay taxes and also the pensions for the elderly make the decision to go abroad and search for better opportunities. Almost half of the emigrants belong to the 20-39 year age group with male to female ratio of 51:49. The largest group of people regarding education is with secondary education (59.0 per cent) followed by people with higher education (18.5 per cent). The main reason to emigrate is job seeking (for 60.8 per cent of emigrants). People move to the countries such as United Kingdom, Ireland, Norway, Spain, and Germany. So the emigration of the labour force might substantially affect the labour market in the country of origin.

The results have shown that there is a strong and statistically significant positive association between emigration and labour supply (0.55), and between remittances and labour supply (0.72). Despite the fact that labour supply was rising and new work places were established, more and more people decided to leave the country. It possibly shows that the other reasons of emigration, such as, for example, wage differences between Lithuania and recipient country exist [10].

There are positive and statistically significant relationships between remittances and real average wage and emigration and the real average wage. These results of our analysis are somehow controversial, that is why it was decided to investigate emigration and remittances relationship with unemployment.

Assumption that remittances time series explains the emigration trend better was accepted. It is generally agreed: when emigration level is increasing unemployment level is decreasing, i.e. emigration reduces pressure in the labour market. Noteworthy, in 2009-2011 high unemployment level fluctuated from 13.7 to 17.8 per cent. Remittances are characterised as altruistic money inflows. We examined this feature by analysing workers’ remittances, employee compensation and migrant’s transfers’ time series association with GDP.

The results of our analysis have shown that there are strong and positive relationships between workers remittance and GDP (0.92), and employee compensation and GDP (0.72), using 5 per cent level significance (see Table 2).

<table>
<thead>
<tr>
<th>Table 1. Correlation between labour market indicators and remittances, and emigration, Lithuania. 1996 – 2011, annual data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unemployment (per cent)</td>
</tr>
<tr>
<td>Remittances (million of litas)</td>
</tr>
<tr>
<td>Emigration (thousands)</td>
</tr>
</tbody>
</table>

| Source: Lithuanian Department of Statistics (http://db1.stat.gov.lt/statbank/default.asp?w=1366), authorial computation |

<table>
<thead>
<tr>
<th>Table 2. Employee Compensation and Workers’ remittances correlations with GDP, Lithuania, 1996 – 2011, quarterly data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee Compensation</td>
</tr>
<tr>
<td>GDP</td>
</tr>
<tr>
<td>GDP</td>
</tr>
<tr>
<td>GDP</td>
</tr>
</tbody>
</table>

The results of the statistical analysis are computed by taking the log of each series in percent of GDP and the log of GDP per capita. The Hodrick-Prescott filter [0] was used to evaluate business cycles of worker’s remittances, employee compensation and migrants’ transfers. Then a relevant correlation was computed.

The negative correlation of time series business cycles shows counter cyclicity. That supports the altruistic motivation of remittances behaviour whereby declines in a recipient Lithuania economic activity are associated with increases in remittances flows to country. This result is consistent with recent empirical support in the scientific papers of the International Monetary Fund [0].

It was mentioned above that remittances contribute to economic growth through their positive impact on consumption, savings or investment [8]. The results of the analysis conducted by [3] for 11 transition economies of Eastern Europe during 1990-1999 years period show support for the view that remittances have a positive impact on productivity and employment both directly and indirectly through their effect on investment.

Dynamic Panel Data analysis was used and a fixed-effect model was created to estimate remittance impact on economic growth. The impact of remittances on economic growth was estimated by analysing 10 countries: Cyprus, Czech Republic, Estonia, Hungary, Lithuania, Latvia, Poland, Malta, Slovakia and Slovenia in 1996-2010 years period. These ten countries had joined EU in 2004 and since the integration to EU have similar emigrations trends [0; 10].

We evaluated the fixed effect panel data model. The dynamic-panel investigation estimated the impact of workers’ remittances on per capita GDP growth. The estimator was used in most of the sample equations of previous researches [8; 0] (see Table 3).

Regression equation was constructed by OLS (Ordinary least squares) using statistical package R:

\[ \Delta \text{gdpt} = \beta_0 + \beta_1 \text{gdpt}_{t-1} + \beta_2 \text{rem} + \beta_3 \exp + \beta_4 \text{gcf} + u_t \]

where \( t \) – country, \( t \) – year, \( \text{gdpt} \) – real GDP per capita logarithm, \( \text{rem} \) – worker remittances to GDP ratio logarithm, \( \exp \) – export of goods and services ratio to GDP logarithm, \( \text{gcf} \) – gross capital formation ratio to GDP logarithm.

Table 3. Worker Remittances and Growth: Dynamic Panel Estimation, 1996-2010

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth GDPpc (t-1)</td>
<td>-0.88454</td>
<td>0.000314</td>
</tr>
<tr>
<td>Log(remittances/GDP)</td>
<td>0.034796</td>
<td>0.002040</td>
</tr>
<tr>
<td>Log(gdp/GDP)</td>
<td>0.238962</td>
<td>0.001276</td>
</tr>
<tr>
<td>Log(GKF/GDP)</td>
<td>0.372470</td>
<td>0.000001</td>
</tr>
<tr>
<td>Observations</td>
<td>148</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.39943</td>
<td></td>
</tr>
</tbody>
</table>


To sum up, the results of the analysis show that remittances has statistically significant impact to economical growth. It boosted 0.0348 per cent of GDB then worker’s remittances’ grow 1 per cent.

Conclusion. A closer look at emigration and remittances in Lithuania suggests that young and ambitious people who are a potential part of the labour force leave the country. The amount of remittances sent by emigrants to their relatives left in Lithuania reached unprecedented 4.57 per cent of national GDP in 2011.

The results of statistical analysis have shown that there are statistically significant relationships between remittances and labour market indicators, and remittances and economic development. Bigger flows of remittances have an impact on reduction of unemployment. There are positive associations between emigration and real average wage, and emigration and labour supply in Lithuania. Remittances also correlate positively having statistical significance with real wage and labour supply. It reduced tension in the labour market in the context of a recession when unemployment rate had risen.

What is more, the results of dynamic-panel estimation analysis show that remittances have a positive impact to country’s GDP. Each per cent of growth of remittances boosts the economic growth by 0.035 per cent.

FIGHTING AND PREVENTING CARTELS

Since cartels are secret by definition, “the greatest challenge in the fight against hard-core cartels is to penetrate their cloak of secrecy and counter the increasingly sophisticated means at the companies' disposal to conceal collusive behavior” [1]. Creative destruction is a powerful force in maintaining a homeostasis in among cartels also. In this sense, one of the most significant contributions of recent years to the global fight against cartels is leniency policy (leniency could mean any reduction in the penalty compared to what would be otherwise imposed if the cartel was detected: smaller fine, shorter sentence, less restrictive order, or complete amnesty. Leniency programs are based on particular conditions which must be achieved and respected in order to qualify for such treatment.), designed as to encourage a cartel member to confess and implicate its co-conspirators with direct evidence about their illegal activity. Though most of the national competition laws already provided an opportunity to reduce fines for companies cooperating with competition authorities during cartel investigation, but the real breakthrough in detecting and fining cartels was achieved when the existing leniency programs were changed as to guarantee to the first – and only one application per year [2]. In 1993 the US Department of Justice made some important changes, firstly, making the corporate leniency available not only in situations in which the Department had no prior knowledge of the possible cartel, as it was under the original program, but also even after an investigation had begun if the Department had not developed enough evidence to sustain a conviction for the conduct. Secondly, under the original program granting leniency was still subject to the Departments discretion, while under the new program the grant was automatic if the necessary requirements were met [3]. These changes had a substantial impact on the program: the rate of applications jumped to approximately one per month. Leniency applications were directly responsible for successful prosecutions in several high profile prosecutions by the Justice Department, including conspiracies in vitamins, graphite electrodes, marine construction and fine art auctions. From 1998 to 2002 the fines imposed in cases resulting from leniency applications totaled more than US$ 1.5 billion, and many individuals were sentenced to terms of imprisonment [4].

The European Commission first introduced its leniency program in 1996 and revised it twice, in February 2002 and in December 2006. The principal changes, comparing the 2002 revision to the original version, were to promise full (100%) immunity from fines to the first corporation to provide evidence before the Commission has begun an investigation and to drop the “decisive evidence” requirement for receiving full immunity, requiring only that it provide enough evidence to permit the Commission to initiate an investigation on the premises of suspected enterprises. The effect of these two changes was to increase both the rewards that a successful applicant would receive and the degree of transparency and certainty in the program. The improvements in the 2006 revision reflected the experience acquired in implementing previous versions and were set out to create even greater transparency and legal certainty.

Under the 1996 Leniency Notice the Commission received 188 applications for non-imposition or reduction of fines and decided either not to impose fines or to grant a very substantial reduction (from 75% to 100%) or a significant reduction (50% to 75%) in 17 cases. Under the 2002 and the 2006 Notices the Commission received 157 applications for immunity and 146 applications for reduction of fines, granting conditional immunity on 58 applications, from entry into force of the Notice on 14 February 2002 until the end of 2008. In the period from 2002 to the end of 2008, the Commission adopted statements of objections in 52 cartel investigations. 46 of these investigations started...
on the basis of information received under the 1996, 2002 or 2006 Leniency Notice [5]. These numbers prove that leniency policy has been extremely effective making detection of cartels more probable and prosecution more frequent. However, the ultimate purpose of using leniency to fight cartels is to deter every company from continuing or engaging in such behavior. Miller [2009] provides evidence that leniency programs might have positive effects in this respect. His study of US cartels between 1985 and 2005 shows that the number of cartel discoveries significantly increased around the date of the introduction of 1993 corporate leniency program and then sharply dropped. Such a pattern is consistent with intensified cartel detection and improved deterrence.

The success of the US and EC programs has stimulated other countries to adopt national leniency programs as an effective instrument to counter cartels. Lithuanian Competition Council, integrating the guidelines of EC Leniency Notice, introduced its leniency program in 2008 [6].

The data presented in Table 1 and Figure 1 shows that after implementing of Leniency Notices by European Commission (since 1998) the fight against cartels has become more efficient: the number of decisions in cartel cases increased three times. 77.9% of cartels since 1990 were detected, prosecuted and fined in the period of 2000 – 2011.

**Table 1. Cartel cases decided by the European Commission since 1990**

<table>
<thead>
<tr>
<th>Period</th>
<th>Number of cartels</th>
<th>% total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990-1994</td>
<td>11</td>
<td>11,6</td>
</tr>
<tr>
<td>1995-1999</td>
<td>10</td>
<td>10,5</td>
</tr>
<tr>
<td>2000-2004</td>
<td>30</td>
<td>31,6</td>
</tr>
<tr>
<td>2005-2009</td>
<td>33</td>
<td>34,7</td>
</tr>
<tr>
<td>2010-2011</td>
<td>11</td>
<td>11,6</td>
</tr>
<tr>
<td>Total</td>
<td>95</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: calculated by the author using data from [www.europa.eu.int/competition/cartels/statistics](http://www.europa.eu.int/competition/cartels/statistics)

Comparative analysis of leniency programs and their implementation experiences in the US and European Union allows conclusions to be drawn about the necessary elements of a successful leniency policy, which could be summarized as follows:

- Maximum motivation for a cartel member to be the first in the “race to confess”; this can be achieved by awarding complete immunity from sanctions only to the first applicant. Such provision results in a destabilizing factor within a cartel;
- Certainty and transparency; in general, parties are more likely to cooperate with the competition authorities when the results of their applications are predictable as accurately as possible;
- Possibility to apply for immunity or reduction of fines even if the competition agency already begun an investigation;
- Maximum degree of confidentiality permitted by law to the leniency application and the grant of leniency if it occurs, as well as to the information that is provided by the applicant; it increases the uncertainty among the cartel members about whether or when, or which one of them might have defected.

There is another, overriding aspect to a successful leniency program: there must be a credible threat of severe sanctions for participating in a cartel. Unless cartel operators are at risk for substantial punishment if their agreement is discovered and prosecuted, they will have little or no incentive to enter leniency program.

The statistical analysis of fines imposed by European Commission on companies that infringe EC Treaty rules, leads to the conclusion that the success of leniency policy by increasing the number of prosecuted cartels is based on the synergy created by the joint application of the Guide-lines on the method of setting fines [7], adopted by the Commission in 1998 in order to enhance transparency as to its fining policy, and the Leniency Notice. The synergies derived from the combination of a preventive and deterrent approach were further strengthened by the adoption in
2006 of the new Guidelines on the method of setting fines [8]. The revised Guidelines included three main changes: the new entry fee, the link between the fine and the duration of the infringement, and the increase for repeat offenders [9]. The implementation of these new Guidelines not only increased the total amount of fines imposed by the Commission with respect to cartel infringements in recent years compared to the previous periods (see table 2 and figure 2), but also resulted in a number of record fines imposed in separate cartel cases (see Table 3), including fines amounting to a total of EUR 1.384 billion on four companies in the Car glass cartel in 2008 and fines amounting to EUR 992 million imposed on four companies in the Elevators cartel in 2007.

Table 2. Fines imposed by European Commission in cartel cases 1990-2011

<table>
<thead>
<tr>
<th>Period</th>
<th>Amount in €</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990 – 1994</td>
<td>344,282,550</td>
</tr>
<tr>
<td>1995 – 1999</td>
<td>270,963,500</td>
</tr>
<tr>
<td>2000 – 2004</td>
<td>3,157,348,710</td>
</tr>
<tr>
<td>2005 – 2009</td>
<td>8,922,838,162.50</td>
</tr>
<tr>
<td>2010 – 2011</td>
<td>3,482,729,432</td>
</tr>
<tr>
<td>Total</td>
<td>16,178,162,355</td>
</tr>
</tbody>
</table>

Source: calculated by the author using data from www.europa.eu.int/competition/cartels/statistics

Fig. 2. Dynamics of cartel cases decided by the European Commission since 1990

Source: created by the author using data from www.europa.eu.int/competition/cartels/statistics

Table 4. 10 highest cartel fines per case (since 1969)

<table>
<thead>
<tr>
<th>Year</th>
<th>Case name</th>
<th>Amount (€)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>Car glass</td>
<td>1,383,896,000</td>
</tr>
<tr>
<td>2009</td>
<td>Gas</td>
<td>1,106,000,000</td>
</tr>
<tr>
<td>2007</td>
<td>Elevators and escalators</td>
<td>832,422,250</td>
</tr>
<tr>
<td>2010</td>
<td>Airfreight</td>
<td>799,445,000</td>
</tr>
<tr>
<td>2001</td>
<td>Vitamins</td>
<td>790,515,000</td>
</tr>
<tr>
<td>2008</td>
<td>Candle waxes</td>
<td>676,011,400</td>
</tr>
<tr>
<td>2010</td>
<td>LCD</td>
<td>648,925,000</td>
</tr>
<tr>
<td>2010</td>
<td>Bathroom fittings</td>
<td>622,250,782</td>
</tr>
<tr>
<td>2007</td>
<td>Gas insulated switchgear</td>
<td>539,185,500</td>
</tr>
<tr>
<td>2007</td>
<td>Flat glass</td>
<td>486,900,000</td>
</tr>
</tbody>
</table>

Source: www.europa.eu.int/competition/cartels/statistics

As we can see, nine of the ten largest fines were imposed in the period of 2006-2011, including a record fine for Car glass cartel. In this case, the European Commission imposed fines on four automobile glass manufacturers Asahi (Japan), Pilkington (United Kingdom), Saint-Gobain (France) and Soliver (Belgium) for illegal market sharing and exchanging of commercially sensitive information between 1998 and 2003. These four companies controlled about 90% of the glass used in the European Economic Area in new cars and for original branded replacement glass for cars at that time, a market worth about €2 billion in the last full year of the infringement. The Commission
increased the fines on St Gobain by 60% because it was a repeat offender. Asahi provided additional information to help expose the infringement and its fine was reduced by 50% under the Leniency Notice. These are the highest cartel fines Commission has ever imposed, both for an individual company (€896,000,000 on Saint Gobain) and for a cartel as a whole [10].

In the light of these cartels, their different probability and timeframe of working in concert with the made agreements between the competitors, applying Joseph Schumpeter’s [1942] theory of creative destruction may offer insights on a broader scale. Following Schumpeter’s assumption that creative destruction works for the betterment of markets, economies and – in the end – societies, a few observations can be made: traditional sectors of economy tend to progress in a manner of gradual improvements over time rather than being shaped by the disruptive force of spikes of innovation caused by a limited number of entrepreneurs. Thus, participants in these markets tend to be less creative and innovative in a Schumpeterian sense, while their longevity allows them to build lasting market structures that make them more prone to unofficial agreements between competitors. Additionally, their constant development gives them an amount of predictability that, combined with usually high barriers of entry into the market, lessens the incentives to defect from agreements made with the other actors. Secondly, we stated the trend of more mobile economic sectors to support only shorter lasting alliances with competitors due to more frequent changes in the market and its hierarchies. These markets and sectors allow more fluctuation among their participants, usually supported by lesser barriers of entry. While this absence of established market structures means uncertainty for actors, it incentivizes disruptive innovation by creating an environment where upward mobility and the rewards are as high as the risks involved [11].

Accordingly, using leniency programs to incentivize market actors into defecting from their agreements with other actors aims at creating uncertainty and mobility among the parties of any given cartel. However, while this may not immediately lead to the breaking up of cartels, we have shown that the mere existence of leniency programs shortens the average time of a cartel’s existence considerably.

Devaluation of the Belarusian ruble towards foreign currencies, high level of inflation, amounted 108.7% in total for the year 2011, caused the significant growth of the refinance rates, specified by the National Bank of the Republic of Belarus (hereafter – the NB of RB).

Dynamics of refinance rate and rate of inflation in Belarus in 2011 is presented on fig. 2.

It should be noted that, the foreign-exchange crisis of 2011 had a significant impact on the final results of work of business entities and, consequently, on their financial well-being. In this connection the impact the crisis on the financial results was different at different stages.

Totally in the dynamics of development and foreign-exchange crisis overcoming can be distinguished the following stages:

– **pre-crisis stage** – till March 22, 2011 (currency rate is relatively free, it is possible to sell and buy currency free);

– **beginning of the crisis** – since March 22, 2011 – banks sell to the population only the currency that is sold by the population to the exchange offices. Whereas almost nobody sell the currency to the banks, it is almost impossible to buy it at the official quotation the NB of RB. Buying of the currency in cash is going on at the "black" market; in this case the buying rate significantly exceeds the official quotation the NB of RB. Commercial organizations have restricted access to buying currency;

– **development of the crisis**:

  • **March 29, 2011** – banks are allowed to sell foreign currency to the commercial organizations at the rate that 10% exceeds the official quotation. Whereas the currency to be sold is not enough, the companies importing goods are looking for the possibilities to buy currency from the third parties so that to make contra-asset and barter transactions, to make payments for the goods upon receipt and so on;
• May 16, 2011 – it is allowed to make the exchange rate in the exchange offices free. The population does not sell the currency to the exchange offices. Buying and selling of currency is going on primary at the "exchange market;"
• May 23, 2011 – was held the official devaluation of the Belarusian ruble (since beginning of the year the devaluation amounted 56%);
• May 23 – September 14, 2011 – the official quotation of the foreign currency is growing insignificantly. To buy currency at the official quotations have access restricted number of business entities (as a rule, government institutions, buying foreign currency to pay for the energy resources and other strategic goods). Organizations, which have no access to buy currency at the official quotations, are searching the possibilities to buy it from the non-residents (through different schemes of payments and loans). Organizations, self-cost of which does not allow to buy currency at market rate, either hold up their activity, or significantly increase the prices for their goods (works, services);
• September 14, 2011 – the rate of the ruble towards the main foreign currencies started to establish in the results of the trading on the additional session of the "Belarusian Currency and Stock Exchange" OJSC. The business entities obtained the possibility to buy currency at the market rate. There appeared opportunity to get rid of "grey" and "black schemes" of buying currency from non-residents, banks and other currency owners. As before, some business entities have access for buying currency at the official quotation of the NB of RB, which is about 60% lower than stock exchange quotation;
• September 14 – October 20, 2011 – remains unchanged the significant "break off" between official and market rates of foreign currency, that essentially misrepresent the financial results of business entities, having access to buy foreign currency at the official quotation and organizations, buying currency at the market rate;
– the crisis overcoming:
• October 20, 2011 – introduction of the single currency exchange rate – the second devaluation (at 52%). Since the moment of the adoption of the single rate for all business entities, carrying out transactions with foreign currency, are there created the equal conditions of access to the buying currency;
• October 20, 2011 – May 2012 – the currency is sold and bought free. The rate has been growing at first, almost reaching its maximum on the 11 of November 2011, then it was going down, having reached its minimum on March 20, 2012.

According to the results of the analysis, prior to the introduction in October 2011 of the single currency exchange rate, a number of business entities had access to foreign currency at a lower rate than the rate at which the currency was sold first to the "black" market, and then (after September 14, 2011) at the additional trading session.

It is obvious that the company having had access to "cheap currency" used significant preferences against those organizations that did not have such access.

Totally, the embedded component of the benefit holder companies was formed at a lower rate of foreign currency, which made it possible to show good results in the reporting of their high work efficiency. The companies that bought currency at the "black rate", more than twice exceeding the official quotation specified by the NB of RB, the embedded component was rapidly growing that in the process of formation of currency earnings at the official quotation led to a sharp deterioration in their financial circumstances. First of all, it affected those businesses, currency earnings of which did not cover their costs and that carried out obligatory sale of foreign currency at the official quotation of the NB of RB in the amount of 30% of the amount availed received in foreign currency.

Certain problems in forming of the financial results have just appeared at the time of devaluation of the national currency. In connection with caused by the legislation necessity for revaluation of currency indebtedness and assignment of the amount of revaluation to the financial results, the importing companies that had at the moment of the devaluation of the outstanding debt owed to suppliers, the financial results have deteriorated sharply. The financial results of the exporters, on the contrary, have increased significantly. In consequence of relevant for the of the country prevailing imports over exports, the devaluation at the moment of its implementation has led to the deterioration of economic indicators in general over the republic.

In order to prevent developing negative trends the Council of Ministers of the Republic of Belarus on June 03, 2011, by the document No.704 "On some matters of the assets revaluation and obligations in foreign currencies," [2], entered into force on May 24, 2011, allowed to the commercial organizations:
• include the costs associated with the buying of foreign currency amounting to the difference between the purchase rate of foreign currency and the quotation of the NB of RB to increase the value of the purchased for the currency raw materials, goods;
• attribute exchanging rate differences arising from May 24, 2011 while the revaluating the assets and liabilities in foreign currency.
• on the debtor indebtedness for the goods shipped, works performed, services performed, in advances provided by the suppliers and contractors for the purchase of raw materials, goods, works,
• on the creditor indebtedness to make payments to the suppliers and contractors for raw materials, goods, works, services performed, as well as for credit, loans and interest thereon, advances received from customers and clients,
• for deferred revenues (deferred expenses) and mark off as on extraordinary revenues (on extraordinary expenses), accounted for taxation in the manner and terms established by the head of the organization, but no later than December 31, 2014.

The introduced procedure, unfortunately, did not affect the amount of the revaluation of the currency available at the accounts of the business entities at the moment of devaluation, that by the inclusion of such amounts in extraordinary revenue of the organizations directly at the moment of the revaluation led to the necessity to pay income tax from it and, accordingly, to the "washout" of current assets of the enterprises.

Just in February 2012 exchange rate differences, formed in 2011 while revaluating foreign currency at the accounts at the moment of devaluation was allowed to refer to the deferred revenue followed by write-off up to December 31, 2014 – on the extraordinary revenue to be considered for taxation (decree of the Council of Ministers on February 07, 2012, No. 126 [3]). This solution allowed to carry out recalculation of the amounts of income tax, payable to the budget at year-end 2011, and, consequently, improved the financial situation of enterprises. However, this improvement should be considered as a temporary phenomenon, in the current situation the question is to tax deferment, the transfer of amounts reducing the income tax in the category of deferred tax liabilities.

With the introduction on September 14, 2011 of the additional trading session at which businesses have the opportunity to buy and sell currency at "the rate of demand and sup-
ply", also significantly different from the official, there arose a problem of taxation of income generated by selling the currency. The essence of the problem consisted in the fact that the sold currency received by organizations from the sale of goods (works, services) for export, should be recorded at the official quotation of the NB of RB, while it was sold at a higher rate – the rate of "demand and supply". The arising in such a way difference in accordance with tax legislation should be liable for income taxes. As a result, exporters start to hold up the sale of foreign currency, which significantly reduced its flow-in in the additional session and, consequently, reduce the possibility of decrease of speculative rate prevailing before the interbank market.

A number of large exporters initiated the question of exemption from taxation for the difference between the amount of the proceeds from the sale of foreign currency in an additional session, and its value at the quotation of the NB of RB. However, the decision on this issue was not made.

As a result, exporting enterprises were forced to pay excessive amounts of income tax, reducing in the end its current assets necessary to purchase raw materials at new prices, formed with taking into account the growth of foreign currency rate.

Break-offs in the rates had also led to the creation of visibility of the financial well-being of business entities which had access to "cheap" currency (underestimated costs), as well as exporters implementing through various schemes the possibility of selling the foreign currency received at the market rate.

The situation was dramatized by the fact that to the costs of industrial enterprises were written off previously accumulated in the warehouses materials on their purchase price before the crisis or during the access to "cheap currency", and the revenues from the sale of products shipped (works fulfilled, services performed) is reflected already at increased sale prices.

Essential preconditions for exchange rate stability and alignment of economic conditions for organizations working with the currency appeared there only on October 20, 2011, when was the introduction to the single foreign exchange rate set by the results of trading on the Stock Exchange.

The end of 2011 and the beginning of 2012 were marked by the release of a relatively stable exchange rate of Belarusian ruble and foreign currency. During this period, from our point of view, began to form more or less real financial results of all business entities. Alongside with that, by taking into account the previously accumulated deviations due to a variety of exchange rates, as well as the transfer of amounts of written off revaluation of currency and foreign exchange liabilities to the later accounting period, it is still problematic to speak about the transparency of financial reporting of organizations working with foreign currency.

Totally it should be recognized that the possibility of forming a monetary cost at a lower official quotation of the NB or RB, as well as changes in the crisis conditions of the system of accounting and write-off amounts of exchange rate changes, contribute to the fact, that in general, in extremely difficult economic situation the republic's economy – if follow the accountancy data – has been developing quite successfully.

So, as a result of 2011, the GDP growth amounts 5.3% [4], the profitability of sales in the industry reached 12.8% (against 6.9% in 2010) [5], the number of unprofitable enterprises in November 2011 was 6.5% (against 10.4% of unprofitable institutions in follow-up of the first quarter of the same year) [6], the registered unemployment rate at the end of December 2011 was 0.6% (the end of December 2010 – 0.7%) [7].

In this regard the average salary in foreign currency terms decreased from $13 U.S. dollars in April 2011 to 280 U.S. dollars in November of that year [8], and the inflation rate, as it was already noted above, reached 108.7%, exceeding all the criteria that characterize the economy as hyperinflationary.

It stands to reason that in December 2011 the world's largest accounting firms – PricewaterhouseCoopers, Deloitte, Ernst & Young, KPMG – recognized as hyperinflationary the economy of Belarus, which automatically specify the necessity to reporting under IFRS based standards taking into account norm IFRS 29 "Financial reporting in hyperinflationary economy".

This standard, in particular, specifies that in conditions of hyperinflation the reporting on the results of operations and financial position in the local currency without the revaluation does not make sense. Money loses purchasing power at such a rapid pace that a comparison of the amounts resulting from transactions and other events that took place at different times, even during the same reporting period is often impossible.

The current situation in Belarus is characterized by distortion of the reporting performance estimated in conditions of hyperinflationary at actual costs, creates a substantial risk of inadequate solutions for different categories of users of accounting reporting.

The well-known methodologist of the accounting in the post-Soviet territory Professor Pally V.F. [9, p.568] identifies in conditions of hyperinflation the following main misrepresenting effects on the financial statements, which should be considered by users of this report:

- the selling prices are underestimated. Continue the manufacturing of unprofitable goods;
- the self-cost is incommensurable with sales revenue;
- the value of proprietorship is understated;
- the profitability of an organization and, consequently, taxable base on the income tax is overestimated;
- the income tax is taken out from the part of the company's ownership capital and so on.

Absolutely the same manifestations came across the economy of Belarus in 2011.

Conclusions. Step-by-step development of the foreign-exchange crisis and the accompanying crisis non-system and largely delayed measures, in particular to introduce the single currency exchange rate, as well as adjustments to the existing system of accounting currency transactions resulted in fundamentally different financial results for different groups of business entities and a significant distortion of their financial statements.

It is obvious that at a high level of inflation, as well as a significant devaluation of the national currency should be used such mechanisms of revaluation of assets and liabilities of organizations that would allow, on the one hand, to keep the current assets of enterprises by means of reducing payments to the budget from the amounts to the revaluation of foreign currency assets and liabilities, on the other hand – to ensure the reliability of accounting (financial) reporting of the organization. As one of such measures would be the abolition of taxation for currency revaluation amounts in the accounts and amounts of foreign exchange revaluation of the buyers and the customers.

So, the consequences of a foreign-exchange crisis of 2011, which, from our point of view, is just one of manifestations of the general economic crisis, will have a significant impact on the financial condition of commercial organizations in Belarus, not only in 2012, but in subsequent years, due to:

a) accumulation in the accounts of deferred revenue accounting of significant amounts of deferred tax liabilities;
regarding the amount of exchange rates differences, formed because of the revaluation of foreign currency available at the accounts of the organizations at the time of devaluation, which will gradually (up to December 31, 2014) written off on financial results and consequently, will be liable for income taxes that will lead to washout of current assets of enterprises;

b) high refine rates, which cannot fall below the forecast inflation level for 2012 at a rate of 19-22%, that will significantly reduce the level of credit loans from banks and thus redouble the problem of lack of current assets of enterprises that are required not only for investment but also for the current business activities;

c) substantial lag behind of the inflation level from the existing in the 2011 devaluation of the national currency. In the absence of a negative balance of foreign trade balance the inflation level seems to aspire to be achieved in the 2011 devaluation of currency (unless it is ensured alignment of the foreign trade balance of exports and imports).


BUSINESS PROCESSES IN "CLOUDS"

In this paper an economic aspects of service oriented business processes is caused by aspiration to lower operational costs, to reduce time of decision-making and to optimize expenses. Such purpose is reached due to wide use of service oriented technology and cloudy computing, which one increase the value to the business through flexibility in the operation, the quickly react ability to changes of economic conditions, information environment and opportunities for reuse.

Keywords: business analysis, business process management, cloud computing, serves oriented technology.

The global crisis and recession have dramatically reduced the availability of cheap financial resources. Accordingly, in the absence of sufficient funding the role of government as a cheap alternative to grow business has increased. This explains the desire of managers to focus more attention on improving of the business processes management which is based on extensive use of computer management systems.

In this paper an economic aspects of service oriented technologies and cloud computing (CC) for business processes management (BPM) are investigated. The purpose of the analysis is the estimation of prospects for introduction of CC in BPM by criteria of value for business. Opportunities of the cloudy management are considered in a direction to increase of economic efficiency and market competitiveness, the analysis of information technologies features and innovations.

In conditions of production curtailment and finance limitation the illusion about a modern economy, for which one
conditions, full functions of an information environment, and also wide opportunities of a reuse.

**Cloud computing.** The cloud computing concept represents services as some virtual tanks which one contain universal program resources and data storage places. Using these resources it is possible to take computing services and data services through the Internet for creation own processes of business management.

Cloudy technologies and the concept of service oriented architecture (SOA) in the automated systems raise value for business due to flexibility of management structure and relative cheapness of technical decisions. They allow to break usual business – applications into separate business – functions and processes which are represented as services and then to connect them through well certain interfaces and contracts. Interfaces are defined in neutral style. That is irrespective of a platform of computing means, operational system and the programming language on which this service is realized. Such approach allows services which were created for work in different systems; it is easy to cooperate among themselves under uniform universal protocols.

Such decisions allow the companies to study closely expenses, planned schedules, resources, technological processes and other factors which influence efficiency and viability business processes, to define the most effective ways of their change and improvement.

The next logical directions of development of technologies of management business by processes on basis SOA was the decision of a problem of creation of a working environment for new services.

The companies have restrictions in budgets on support in working state their existing complex information structures. Therefore introduction of new services cannot be frequently quickly executed by efforts of the own IT personnel. It is necessary to invite specialized IT companies for performance of such works. This way is not fast and not cheap.

More attractive alternative of the decision of these problems is to use of modern cloudy technologies. According to the concept of "cloud", the company refuse own development and possession of necessary services for management of the business by processes. They take these processes in a mode of real time in rent from the specialized companies on granting cloudy services and only for that time while they are necessary need. In this case own personnel requirements becomes simpler and the payment expenses are decreased considerably because an abonent payment made as a tariff time and only for time use of services necessary to the company. Cloudy calculations are services on demand.

Principles SOA naturally assume for clouds transformation of all supporting technologies into services, in that case any application, starting from the elementary office and up to corporate business of SCM, CRM, ERP types can be placed somewhere in a cloud and be delivered through the Internet.

Generally, cloud computing services are on-line applications, access to which is provided by means of usual internet browser. There is no special difference what that is, or already familiar for us entertaining services are, or the specialized business applications for business processes realization are. They have one essence: the user does not need to possess powerful computers and networks, it is not necessary to buy licenses for the specialized software for start of the specific program applications. It is enough to him, the user addresses through the Internet to a provider and he pays on demand services simply. In an ideal case, it is possible to receive these services free-of-charge, but thus there can be advertising from the pro-vider as a kind of payment. Everyone use such conditions of the provider resources and it is already good to them have got used. For example, it is such familiar to us services as e-mail.

Services of cloudy technologies are the way to organize and simplify an information environment. They allow understand IT without borders, delete barriers in fast statement of new services, expand opportunities of economic efficiency and market competitiveness of the companies.

Occurrence of cloudy model became the objective phenomenon, which one connected to the global tendency. Both on individual level, and at a corporate level there is a displacement of performance business processes in online.

Cloud computing represent dynamically scaled way of access to external computing resources as a service, which one is given by means of the Internet. Thus it is not required to the user of any special knowledge of an infrastructure of a cloud or skills of management by this cloudy technology.

The cloud is meant not as the Internet, and it is all that set hardware and a software which provides processing and execution of client applications on the side of the provider. That is even the simplest action by means of the Internet, for example, inquiry of page of a site, to some extent represents an example of cloud computing. The Internet, as a matter of fact, also has arisen to give the removed access to various computing resources.

Also we shall note technologies which do not concern to cloud computing. These are independent calculations (local computing) where the user independently establishes and maintains hardware, the software, keeps results on the local resources. Further, it is custom-made calculations (utility computing). Here services of execution of complex calculations, storages of data files it is ordered on the party. And it is so-called collective calculations (grid computing). The big computing problem, for which performance significant resources are necessary, it is distributed between computer sets, which are connected in virtual network in computing clusters.

The modern company has the information environment which covers all sides of business and will consist of various information actsives and technologies. All of them demand essential staff of experts and the significant budget.

All employees should be provided with fast access to IT resources. They are scaled dynamically. As against dominating today in BPM client – server technologies, CC have simple scalability, self-service on demand, fast access to a network, the distributed location of virtually incorporated resources. These characteristics are key to receive an optimum and effective cloud, and for the end user to receive the maximal value for business.

Between components of any information systems it is possible to distinguish interaction on management and interaction under the information.

Now days there are some basic cloud models of integration principles. Someone declare integration at a level of applications and program services. At this matter, the integration is given as program resources by providers, but own program resources of users are supposed too.

Other companies offer integration at an infrastructural level with use of programs of intermediaries which usually name Cloud Services Brokerage (CSB). In this case it is realized a virtualization of any cloudy resources and the binding of the consumer to the concrete provider. That is such undoubtedly market advantage to carrying out of any business – the right of a free choice.

According to recommendations of the National institute of standards and technologies cloud computing is a model for enabling convenient, on-demand network access to a
shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction [1, p. 2-3].

This cloud model promotes availability and is composed of three service models (Cloud Software as a Service (SaaS), Cloud Platform as a Service (PaaS), Cloud Infrastructure as a Service (IaaS)); five essential characteristics (On-demand self-service, Broad network access, Resource pooling, Rapid elasticity, Measured Service); and, four deployment models (Private cloud, Community cloud, Public cloud, Hybrid cloud). Service models:

1. SaaS – model of a cloud for the so-called finished products which the consumer cannot independently modify. The opportunity of use of the applied software of the provider working in a cloudy infrastructure and accessible from various client devices by means of the program interface is given him. The control and management of the basic physical and virtual infrastructure of a cloud, including a network, servers, operational systems, data storages, or even individual opportunities of the applications is carried out by the cloudy provider.

As an example it is possible to result post services well familiar to us, on-line services of computer viruses search or on-line language translators.

2. PaaS – model of a cloud in which the opportunity of use of a cloudy infrastructure for accommodation of own, developed to order or got duplicated applications developed to order is given the consumer. The structure of such platforms includes tool means of creation, testing and performance of the applied software – control systems of the databases, the binding software and environments of execution of programming languages. These tools are given by the cloudy provider who reserves the control and management of the basic physical and virtual infrastructure of a cloud, including networks, servers, operational systems, files of storage of the information, except for the developed or installed applications, and also, whenever possible, parameters of a configuration of a platform.

As examples of similar services for developers scaled and automatically controlled resources of hosting App Engine from Google, Windows Azure from Microsoft and WebSphere Cast Iron from IBM can serve.

3. IaaS – hosting of virtual machines. In this case the opportunity of use of a cloudy infrastructure for resource management of processing and storage of data files, management of networks and computing resources independent is given the user. The consumer can install and start own software which can include operational systems, the platform and applied software. It can supervise operational systems, virtual systems of data storage and the established appendices. The control and management of the basic physical and virtual infrastructure of a cloud, including network, servers, types of used operational systems, systems of storage is carried out by the cloudy provider.

Company IBM to these models adds one more model. Business Process as a Service (BPaaS) – a cloudy environment for creation of full business processes [2, p. 10]. In this case all components of business processes can be present at a cloud. The provider suggests their consumers for creation of structure of management on demand.

For all models of cloudy calculations the obligatory set from five essential characteristics is declared.

Self service on demand, the consumer independently defines and changes his own computing needs, such as server time, speeds of access and data processing, volume of the stored data without interaction with the representative of the supplier of services.

Broad network access, services are accessible to consumers of a data transmission networks without dependence from the used terminal device. Convenience and universality of access is provided with wide availability of services to different classes of devices: personal computers, mobile terminals, tablets.

Resource pooling, the supplier of services unites resources for service of the big number of consumers in a uniform pool for dynamic redistribution of capacities between consumers in conditions of constant change of demand for capacities. Thus consumers supervise only key parameters of service. For example, the volume of the data and speed of access, but actual distribution of resources which are given the consumer, carry out the supplier.

Rapid elasticity, services can be given, expanded, narrowed at any moment and without additional costs in interaction with the supplier, as a rule, in an automatic mode.

Measured service, the supplier of services automatically estimates the consumed resources at the certain level of abstraction (for example, volume of the stored data, throughput, quantity of users, quantity of transactions), and on the basis of these data estimates volume of the services given to consumers.

For the provider, due to automatic procedures of updating of allocation of resources, expenses for service of subscribers are essentially reduced.

For the consumer it is possible to receive services with a high level of availability (high availability) and with low risks not serviceability to provide fast scaling the computing system due to elasticity without necessity of creation, service and modernizations of own hardware infrastructure.

Principles of use are defined by deployment models. There are some models.

Private cloud. An infrastructure intended for use by one organization, including some consumers. For example, branches, departments of one company. The private cloud can be in the property, management and operation of the company, the foreign organization or their combination. Can physically exist as inside, and outside of jurisdiction of the owner.

Community cloud. The kind of an infrastructure intended for use by concrete community of consumers, which are the organizations, having the common problems. For example, missions, safety requirements, a policy according to various requirements. The community cloud can be in the joint property, management and operation of one or more of the organizations of community or the third party, or their any combination. It can physically exist as inside, and outside of jurisdiction of the owner.

Public cloud. An infrastructure intended for free use by general public. The public cloud can be in the property, management and operation of the commercial, scientific and governmental organizations or their combinations. The public cloud physically exists in jurisdiction of the owner, which is the supplier of services.

Hybrid cloud. It is a combination of private, public or community two or more various cloudy infrastructures. They remain unique objects, but connected by among themselves standardized or individual technologies of data transmission and appendices.

Expenses. When cloud computing technology is used, consumers of information technologies can lower capital charges essentially: on construction of data-processing centers, purchase of the server and network equipment, hardware and software decisions on maintenance of processes for a continuity and serviceability. These charges are absorbed by the provider of cloudy services. Besides long time of construction and commissioning of large objects of an infrastructure of information technologies and their high
initial cost limit ability of consumers flexibly to react to requirements of the market. Cloudy technologies provide alternative and, the main thing, rather cheap decision of these problems. There is a real opportunity practically instantly to react to increase in demand at computing capacities.

For manufacturers of the software who sell the products in the markets with a high level of a piracy, cloud computing is the model extremely attractive for business because it reduces a level of a piracy in many times.

When cloud computing technology is used, expenses of the consumer are displaced aside operational expenses. Payment of cloudy providers services are classified as charges on an abonent payment.

For an explanation of an economic component of cloudy approaches to calculations of expenses the analogy to electro supply services of consumers is used frequently. For an explanation of an economic component of cloudy technologies the analogy to granting services on electro supply of consumers frequently is used. Suppliers independently create a necessary infrastructure of power generating capacities and networks of delivery which are readily available for consumers and services are paid on the fact of their use. It is easy to compare expenses of the consumer for our example: regular, but rather insignificant rent, or problems of creation of the own power stations and power networks.

To cloudy applications, except for declared advantages, the certain problems are inherent. Among them it is necessary to note problems in speed of work, reliability of storage and data transmission.

Business management efficiency of the company is defined substantially by creation and use of effective cloudy technologies of management which should have good competitive characteristics. Among them: decrease in expenses for licenses for use of the software, comprehensible cost of possession, efficient control the resources, a guaranteed degree of service of users and a comprehensible level of safety.

Safety of the data. According to models of expansion of clouds the consumer can bear the part of the responsibility independently or pays services of the provider of services which guarantees the share of the responsibility for safety of the data of the client. The ideal does not exist. Losses can be at any variant of delimitation of the responsibility. The customer only minimizes the risks and cost by criterion price – quality. Any system of safety is the compromise, and it is important only that it was intelligent.

The organization of system of the data protection can be based on several principles: principle of successful business – the supplier of cloudy services is interested in a safety of the client data, which are processed in his date center. That is safety of the client data is the important consumer quality and the basic requirement of the services buyer. For this reason realization of a principle of information security in cloudy systems creates a basis for successful business dealing and economic prosperity. Principle of legality of business dealing – in the market of cloudy computing suppliers and consumers of services make out legal agreements as license or contractual conditions of granting of services where mutual relations of the sides and a degree of their responsibility are detailed. Principle of additional protection – consumers can use additional levels of safety which are built in the Internet applications. It can be systems of authenticity, enciphering, safe data transmission, reliable differentiation of the given various users and their rights, and also other mechanisms.

Concepts of leading players of the CC market are approximately identical. Nevertheless, variants of its realization strongly differ. On the one hand, the companies consider a network the Internet as a cloud, whence users will receive all necessary resources. Already such services as Google Apps and Microsoft Azure function today. They allow transferring problems of office applications (that is e-mail, office packages) in data centers of providers.

On the other hand, some companies suggests to receive services on demand from a foreign cloud only at deficiency of own resources. If the set criteria of quality of services in an internal cloud cannot be executed, for example, because of overloads then there is a dynamic migration of virtual machines on the side of the cloudy provider. When loading falls down, they come back in the data-processing centre.

According to company Forrester Research, 44 % of the companies (basically, average and large business) are interested in creation of internal clouds [3]. Advantages and lacks of these two approaches are obvious enough. In the first case advantages is absence of high capital expenses for purchase of the equipment and the software. It is not necessary to care neither of reserve copying, nor about fault tolerance of a data-processing centre, even about its installation and adjustment. All these qualities are given by the reliable cloud provider.

Lack will be that the strong binding of the user to the concrete services provider is created. If it is necessary to commission the new applications from other provider there can be technical and financial difficulties as providers compete with each other.

The second variant also has plusses and the minuses. On the one hand, there is a guaranteed access to the infrastructure even in case of breakage of a liaison channel, reliability and safety of data storage, a predicted level of availability and known capacity of hardware capacities are provided. Thus is absent bindings to the concrete external provider. Necessary capacities can be received on demand from any other supplier.

It is possible to relate the big investments to lacks. Both initial and operational are. For an external cloud parameters of quality of service can be fixed in service level agreement and are the financial responsibility of the provider of services.

Results

The analysis of prospects of development of cloudy technologies and their opportunities in perfection of management technologies, decrease in capital and operational expenses can be executed on the basis of forecasts of the market of cloudy technologies from leading three of analytical companies Forrester, Gartner, IDC.

According to research Gartner the segment of the market of cloud services brokerage (CSB) by 2015 will reach the size 100 billion dollars [4]. Such forecast is based on ability CSB considerably to speed up distribution of cloudy technologies due to three main advantages of CSB technologies:

1. CSB will relieve cloudy technologies of doubt in safety, which today still is the certain obstacle of their wide use.

2. Cloud computing become accessible to the enterprises of small and average business due to wide development of hybrid clouds. Thus a break existing between the private clouds created by the large enterprises and public clouds with which end users work will be overcome.

3. The enterprises of small and average business which are guided by hybrid clouds as the compromise between big and small, the needs through effective can realize "service of one window" for services which are given by different providers. It will allow removing a rigid binding to one provider.

Forrester analytics predict that there will be certain transitive a period from models of simple cloud broker...
models up to a level of full brokers. Such automatic brokers (fixer) will be capable to solve problems independently.

By estimation of the IDC Company the market of public cloud computing in 2009 has made $17 billion or about 5% from all market of information services [5].

![Fig.1. Prospects IT technologies for business](http://idc_cloud.jsp)

Source: authorial calculation
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**MODELING OF EUROPEAN STOCK INDEXES RETURNS USING WAVELET ANALYSIS**

Analysis of the financial crises of 90 years of the twentieth century shows that the dynamic of crises displaying in structurally different macroeconomic systems has certain common features. Typically, they are characterized by universal mechanisms of emergence and system instability source. The character of the progress of world crises has some local features at the level of individual national economies. The research of these features allows to estimate the stability of economic systems under exogenous shocks and the ability to quickly recover after the crisis. Systemic problems of economies significantly influence on the behavior of stock markets that is expressed in non-linearity and non-stationary of stock index time series.

Effective modeling of such time series assumes the application of modern methods of nonlinear dynamics, including the techniques of wavelet transform of signals with complex structure. Wavelet functions are compact waves localize in the time. The decomposition coefficients of waves store the information about the drift parameters of approximated function.


The goal of this paper is to analyze the dynamic of stock indexes in Ukraine, Poland, Russia, Germany, France and the UK using wavelet technology, to localize and describe the identified crises in time and scale, and to forecast stock index returns using a modified method.

The object of the research is returns of European stock indexes such as UX, WIG20, RTSI, DAX30, CAC40 and FTSE100. Research methods are the discrete wavelet transform (DWT), neural networks and Singular Spectrum Analysis (SSA) method.

Among IT technologies for increase of business efficiency CC show the best dynamics of development. More than 3 000 global Chief Information Officer responded in the IBM CIO 2011 study and it showed that 60% of organizations view cloud computing as a way to grow their business and increase their competitiveness, as depicted in Fig. 1 [2, p. 2].
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principal components (singular decomposition) and reduc-
tion (approximation) of a series by selected principal com-
ponents. Thus, the result of the method is the decomposi-
tion of time series into simple components: slow trends,
seasonal and other periodic or fluctuation components and
noise components. The resulting decomposition can be a
basis for the forecasting of both the time series and its indi-
vidual components.

The research was conducted by analyzing non-
stationary time series of logarithmic stock index returns for
the period from 08/01/2007 to 11/01/2011 (1200 points).
Stock index returns were calculated on the basis of closing
prices, their absolute values were used as a measure of
volatility. There was experimentally obtained, that the dis-
crete wavelet transform in the application of wavelet sym2
with 5 level of decomposition defines the best phase transi-
tions of systems.

As a result of research, indexes were grouped into two
clusters depending on the amplitude and characteristic fea-
tures of the wavelet decomposition components. The first
cluster includes indexes DAX30, FTSE100, WIG20 and
CAC40, their approximation series amplitudes (except
DAX30) are in the range from -10 to +10. Figure 1 presents
the components of signals recovered by the approximation
coefficients after the decomposition DAX30, CAC40,
FTSE100 and WIG20 returns using wavelet sym2(5). There
is a small instability zone of specified indexes in late 2007,
followed by an abrupt sharp decrease of returns in mid-2008.

Let us characterize the local features of individual in-
dexes. FTSE100 index has a more international character
than DAX30. Therefore, FTSE100 is over DAX under the
condition of cheap pound sterling, falling interest rates, low
levels of economic growth and decline of world stock mar-
kets. It is well known that DAX has more volatility than
FTSE100, but the amplitude of fluctuations of FTSE100 re-
turns is greater than the scale of fluctuations of the German
index returns (from -10 to 5 and from -0.01 to 0.01, respec-
tively). This result does not contradict the general trend, be-
cause there is an increased volatility of decomposition com-
ponents recovered by detail coefficients at different levels. In
addition, the indexes repeat trends of each other with some
slight time lags. Usually DAX is more cyclical than the
FTSE100, since its dynamics is highly dependent on Ger-
man exporters and the European Bank policy.

The second cluster consists of Ukrainian UX and Rus-
ian RTSI. The German index has added to the graphs in
Figure 2 because of the similarity in the amplitudes of the
fluctuations of trend component. In this case UX and RTSI
have some similarity, namely, the Ukrainian index follows
the trend of Russian index with a certain time lag.
UX and RTSI are beginning to fall sharply in the summer of 2008. Besides, the decrease of RTSI returns is deeper than the decrease of UX returns and held before. This is a consequence of sharp decline of oil prices, which is the engine of the Russian economy, and of oil prices attaining a 12-month minimum in October 2008. In March 2010, a small returns decrease of both indexes also was observed, that coincided with the Parliamentary elections in Russia and political instability in Ukraine.

The application of the method of window transformation at all scale levels by DWT of research signals confirms the conclusions made above about the nature and characteristics of the identified crises’ waves in the stock markets.

Figure 3 presents the dynamics or volatility of returns of FTSE100, DAX30, CAC40, WIG20 on the third level of decomposition. The dynamics has a clearly defined variance wave for all indexes and another zone of instability for the CAC40 and DAX30 with further sharp increase of variance for all indices at end of period. A similar picture is observed at other scale levels.

Figure 3. Smoothed squares of detail coefficients at 3-rd level of decomposition for indexes DAX30, CAC40, FTSE100, WIG20

Source: authorial calculation

Figure 4 represents the time frame match of the first wave of crisis in all countries of the cluster that became apparent in March 2008. It should not be considered the first fluctuation of the Polish index, which was held in July 2007. The fluctuation was a result of Poland and Ukraine declaration as the two countries for Euro 2012 that greatly improved the investment expectations.

A similar analysis was performed for the second cluster together with the Polish index to compare the effectiveness of economic policies of the last 20 years. The dynamics of volatility returns of UX, RTSI, WIG20 on the third level of decomposition is presented in Figure 4.

Figure 4 shows that neither Poland nor Russia had clearly expressed the second wave of crisis. In the Polish case it is due to its successful economic reforms. The lack of significant instability in the Russian market is a result of the strong dependence of the Russian economy on the current prices of commodity (oil and gas). The second wave of crisis in Ukraine started in mid-September 2010, the increase of consumer prices and high debt economy were observed in this period.

Figure 4. Smoothed squares of detail coefficients at 3-rd level decomposition of UX, RTSI, WIG20

Source: authorial calculation
The modified method of forecasting of stock index returns based on wavelet decomposition, neural networks and SSA method are considered. Calculations were performed using the package Matlab, Alyuda NeuroIntelligence 2.2 (577), Caterpillar SSA 3.4.

In the first forecasting case, the maximum scale of the historical time series was selected to build the forecast of closing price for the next day. The maximum scale of the time series influences on the forecasted value, which has reserve of 32 trading days. Multiple scale wavelet analysis was conducted for the sliding window of length of 32. The selection of components of the vector of wavelet coefficients, which most affect the predicted value, was conducted on the base of calculations of the absolute value of the corresponding linear correlation coefficient. The neural network with one hidden layer was used to make the forecast. The most significant wavelet coefficients were the input of network, and the forecasted value of returns was obtained as an output.

In the second forecasting case, the noise component was deleted from the signal using the selected wavelet in order to forecast the returns of stock indexes. The procedure of noise deleting was performed by filtering the coefficients of wavelet decomposition and further recovery of series using significant coefficients. Then the denoised signal was processed by SSA.

German index DAX30 has been selected to demonstrate the proposed forecasting method. Experimentally it was found that wavelet db4 with two levels of decomposition was the best for this case. There is a forecast of DAX30 returns based on sym2(5) and db4(2) decomposition to demonstrate the need of informed wavelet and level of decomposition. Figure 5 shows the graph of the dynamics of DAX30 returns and different forecasting results of the application of neural networks and SSA method.

![Figure 5: The dynamics of DAX30 returns and forecasting results](image)

**Source:** Authorial calculation

Figure 5 shows that the using of sym2(5) wavelet gives a less accurate value than the decomposition by wavelet db4(2) in the process of neural networks forecasting. A similar result is observed when SSA is used. The best forecast, in comparison with real data, was obtained by using of neural networks for the signal, which if free of noise under wavelet db4(2).

We live in an era when the astronomical amount of speculative money turns at the world market. This process is based not on fundamental but on technical analysis, which is hardly affected by macroeconomic indicators. Therefore, fluctuations of stock indexes (including their returns) ceased to be reliable indicators of macroeconomic processes.

The question of the second wave of global crisis is urgent, because the situation at the financial sector of the world economy does not only not improving, but rather continues to deteriorate in some areas. There are reasons to believe that these problems are the result of superfluousness of demand and lack of the stated reforms. At the same time there is the tendency of correction of the foundations of economies, which wavered, without using of cardinal measures.

The conducted research focuses two clusters of stock indexes that are similar by the returns dynamics. The first cluster includes DAX30, CAC40, FTSE100, WIG20, and the second cluster includes RTSI and UX. It should be also noted that the local characteristics of each stock index are clear defined despite the close relationship between the considerable indexes.

The paper considered a comprehensive application of wavelet transform and neural networks of the problem of stock index returns forecasting. The best results are obtained by using the forecasting capabilities of neural networks, the input of which is time series, previously deprived of the noise component using properly chosen wavelet transform. The obtained results allow to forecast the value of stock index returns in the short term under very high accuracy.

GOVERNMENT DEBT MANAGEMENT IN UKRAINE: IMPACT OF EUROPEAN DEBT CRISIS

Остання глобальна економічна криза, дуже підвищена відносима та поточна боргова криза в Європі підняли фундаментальні питання в сфері макроекономіки та економічної політики. Наслідки з якими зазнали всі країни, вимагають нових теоретичних підходів для їх подолання. Це означає, що традиційні теорії не можуть надати нам рецептів для розв'язку ефективної макроекономічної та фінансової політики. Стаття присвячена ідентифікації ступеню впливу поточної боргової кризи в Європі на процес управління державним боргом в Україні. Необхідно визначити ступінь впливу фінансових проблем в ЕС на економіку України, що дозволить нам актуалізувати підходи управління держборгом.
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The last global crisis and the weak recovery that has followed, the current debt crisis in Europe raise fundamental questions concerning macroeconomics and economic policy. The complications of the recent outcomes require new theoretical approaches to cope with them. It means that traditional theories will not give us the recipes and will not allow developing efficient macroeconomic and financial policies.

The paper is devoted to identification of the depth of recent financial crisis in Europe onto the government debt management in Ukraine. It is necessary to identify the level of impact of the financial problems in European Union on the Ukrainian economy, which will allow us to update the main patterns for the government debt management.

The last global crisis and the weak recovery that has followed, the current debt crisis in Europe brought up fundamental questions concerning macroeconomics and economic policy. Complexity of the recent outcomes requires new theoretical approaches to cope with them.

It means that traditional theories will not give us the recipes and will not allow developing efficient macroeconomic and financial policies.

The paper is devoted to identification of the depth of recent financial crisis in Europe onto the government debt management in Ukraine. It is necessary to identify the level of impact of the financial problems in European Union on the Ukrainian economy, which will allow us to update the main patterns for the government debt management.

There are a huge number of theoretical and practical researches have studied spillovers from the financial system to the economy in general using models with financial imperfections. A subset of researches focuses on the "financial accelerator" and argues that the amplification and propagation of a credit shock operates through information asymmetries between lenders and borrowers and a balance sheet effect.

An increase in asset prices pushes up the net value of firms, wealth of households or countries, and improves the capacity to borrow. Through general equilibrium effects, this dynamic then leads to further increases in asset prices. In this way, strong balance sheets in boom periods may lead to lending against inflated values of collateral. In a recent contribution that does not include a financial accelerator, Mendoza (2010) studied how fluctuations in asset prices can affect the value of collateral required for international funding. Output falls when the economy becomes overleveraged and access to working capital financing is reduced.

Of course there are additional reasons why credit growth and quality are pro-cyclical aside from a financial accelerator.

The last global crisis and the weak recovery that has followed, the current debt crisis in Europe brought up fundamental questions concerning macroeconomics and economic policy. Complexity of the recent outcomes requires new theoretical approaches to cope with them. It means that traditional theories will not give us the recipes and will not allow developing efficient macroeconomic and financial policies.

The paper is devoted to identification of the depth of recent financial crisis in Europe onto the government debt management in Ukraine. It is necessary to identify the level of impact of the financial problems in European Union on the Ukrainian economy, which will allow us to update the main patterns for the government debt management.
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countries and in August 2011 Standard & Poor's reduced the credit rating of the USA from the top AAA to AA+ with negative prognoses [1].

Debt problems of developed countries, slow down of rates of world economy development and significant deterioration of future expectation, determined the instability on international financial markets and outgoing trends of capital flows from the developing countries into the developed countries.

Limitation of accessibility to the financial resources on the international capital markets is combined with costs of borrowing for any type of borrowers. For example, Italy placed the 10-years bonds at 7%, and 3-years notes at 8%. However, in June 2011 the Ukraine (Ministry of Finance of Ukraine) managed to place 5-years bonds of 1.25 billion USD at 6.25% with the format “144A/Reg S” [4].

The main indicators of health of world economy are the debt pressure on the government finance increased dramatically. Lack of ability to pay off the mandatory debts payments (interest plus loan) with the reduction of ability to re-structure the debts causes the increment of bonds’ yields and costs of insurance via credit default swap contracts.

The highest ratio of Government debts to GDP were in Greece (145 %) and Italy (118,4 %). The biggest budget deficit to the GDP had Ireland (~31,3 %) and Greece (~10,6 %). Also, 14 out of 27 EU countries and 12 out of 17 countries of euro zone exceed the Maastricht’s criteria of convergensation.

Financing of budget deficit via the loans increase the debt pressure on the EU countries and, as a result forces investors to re-estimate their risk tolerance to the government bonds investments. For example, by the November 2011 the yield of 10-years bond in Greece increased by 2 times and reached 31%, Portugal – 12,1%, Ireland – 8,33%, Italy – 6,24%, Spain – 5,53% (“PIІ” countries). Bonds issued by those countries have the highest yield but they have the biggest problem with their debts services.

Along with the government bonds yields the spreads for credit default swap (CDS) also increased and as a result the indicator of probability of default. In the case of 5-years CDS the difference of 10 ppt in the cost covering of 1 mln USD loan will costs 10 thousands USD.

The main indicators of health of world economy are the stock market indicators. Reduction of exchange indices is claimed to be the first attribute of the future second wave of crisis. And pre-default state of Italy, Spain, Greece, Portugal and others just support this thesis. USA is also in the difficult position in respect to the lowering of its rating, which affect the all US businesses. China might be significantly affected due to lowering purchasing power in EU and US. This will causes a lot of problems for any country, which depend on their market, including Ukraine [1,4].

Traditionally Ukrainian stock market trends tend to emulate the US or EU trading flows, but the fact the size of Ukrainian market is quite insignificant means that any reduction in developed countries minimizes the volume of trade in our country. So, it will have a negative effect on Ukrainian companies, particularly on public ones.

European debt crisis causes the depreciation of euro. This fact will reduce the competitiveness of the countries, whose export is EU oriented, also, the value of euro transfers to Ukraine (for example, from migrants) is also decreasing. The next negative effect will be caused by the fact the largest investor in Ukraine is EU. The volume of FDI from EU to Ukraine on 01.01.2011 was 35,2 bln USD, which is accounted 78,8% of the total volume of FDI Main investors (accounted 82% of EU investments) are Cyprus, Germany, Netherlands, Austria and France. The positive fact is that there are no countries with the greatest debts problems among main investors.

European banks are already reduce their activities in Ukraine, which they explain with the debt crisis in EU. However, this is not the only reason, among others they name the low level profits or even losses they had in Ukraine, which they explain with the debt crisis in EU.

In the same time ECB prognosis the prime refinancing rate for 2012-2013 at 1%, which is relatively safe and its stability reduces risks and allows making other forecasts.

### Table 1. Debt Indicators of EU Countries, %

<table>
<thead>
<tr>
<th>Year</th>
<th>Debt to GPD Ratio, in euro</th>
<th>Debits in other currencies (other than euro) to GPD</th>
<th>Residents debts, in the GDP</th>
<th>Non Residents debts, in GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>77,9</td>
<td>0,8</td>
<td>36,6</td>
<td>42,2</td>
</tr>
<tr>
<td>2010</td>
<td>68,6</td>
<td>0,7</td>
<td>32,5</td>
<td>36,8</td>
</tr>
<tr>
<td>2009</td>
<td>65,4</td>
<td>0,5</td>
<td>32,1</td>
<td>33,9</td>
</tr>
<tr>
<td>2008</td>
<td>67,7</td>
<td>0,6</td>
<td>33,8</td>
<td>34,4</td>
</tr>
<tr>
<td>2007</td>
<td>69,1</td>
<td>0,9</td>
<td>35,5</td>
<td>34,6</td>
</tr>
<tr>
<td>2006</td>
<td>68,6</td>
<td>0,8</td>
<td>37,5</td>
<td>31,9</td>
</tr>
<tr>
<td>2005</td>
<td>68,1</td>
<td>0,9</td>
<td>39,3</td>
<td>29,8</td>
</tr>
<tr>
<td>2004</td>
<td>66,7</td>
<td>1,3</td>
<td>39,9</td>
<td>28,0</td>
</tr>
<tr>
<td>2003</td>
<td>66,7</td>
<td>1,5</td>
<td>41,8</td>
<td>26,4</td>
</tr>
<tr>
<td>2002</td>
<td>67,4</td>
<td>1,8</td>
<td>44,0</td>
<td>25,2</td>
</tr>
<tr>
<td>2001</td>
<td>69,9</td>
<td>2,0</td>
<td>48,7</td>
<td>23,3</td>
</tr>
</tbody>
</table>

Source: Created based on ECB data [4]

In EU countries and other countries, similar to Ukraine who invest a lot of money to save their banking system the debt pressure on the government finance increased dramatically. Lack of ability to pay off the mandatory debts payments (interest plus loan) with the reduction of ability to re-estimate the debts causes the increment of bonds’ yields and costs of insurance via credit default swap contracts.
In the second quarter 2012 the rate for the GDP growth will be the lowest and will be 1.1%, and will be 1.2% in 2013.

Such prognosis directs us to the conclusion that 2013 will the the year of enhancement of the situation with debts of some countries in Europe.

The crisis in EU will affect both trade and investment areas and as a result will have a negative effect on the hryvna's exchange rate. However, EU remains the main strategic partner for Ukraine.

Negative implications of government debts on the economy can be grouped into the following blocks:

1) Dependency of national economy on countries-lenders, international organizations and non residents, who are buying governental bonds. Such problem is important as far as it is hard to predict non residents' behaviour, financial system became dependant on the lenders requirements (cut down of social programs, level of budget deficit, etc.) and can case the imbalance of financial system.

2) Existing of significant governmental debts. Such problem is related to the necessity of serving the foreign debts. Annual increment of outgoing payments, which are financed by the tax income, will cause either the reduction in other governental programs financing, such as isocial and economic programs or increase of tax rate. Such situation can impalance the budget system.

Positive impact of foreign debts will be caused by the ability to use them as a source of investments under efftive budget mechanizm, which implaies considering of exchange rate dynamic and purchasing parity assessments on the local and foreign markets.

Conclusions. Consiquences of foreign debts impacts on the macroeconomic of Ukraine prove the necessity incorparate the ratio of governement debts along with other indicator under development of balanced strategy of economic growth. There are 2 groups of indicators: indicators, which reflects flows and indicators, which reflects balances.

Crisis in EU does have a significant negative effect on the current and future development of Ukrainian economy. Investments in Ukraine were quite risky even before crisis in Europe and it became even less attractive for most of European investors, who do not want to take such risks. Cutting down of foreign investments will cause the deterioration of economic growth and this will cases the living standards in Ukraine. However, EU remains to be the main partner, but the role of each country must be defined by its possibilities for mutual beneficial cooperation.
